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Third Workshop on  
Human-Computer Interaction and Information Retrieval 

When we held the first HCIR workshop in 2007, the idea of uniting the fields of Human-
Computer Interaction (HCI) and Information Retrieval (IR) was a battle cry to move this 
research area from the fringes of computer science into the mainstream. Two years 
later, as we organize this third HCIR workshop on the heels of a highly successful HCIR 
2008, we see some of the fruits of our labor. Topics like interactive information retrieval 
and exploratory search are receiving increasing attention, among both academic 
researchers and industry practitioners. 

But we have only begun this journey.  Most of the work in these two fields still stays 
within their silos, and the efforts to realize more sophisticated models, tools, and 
evaluation metrics for information seeking are still in their early stages. 

In this year's one-day workshop, we will continue to explore the advances each domain 
can bring to the other. 
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ABSTRACT 
The purpose of an information retrieval (IR) system is to help 
users accomplish a task. IR system evaluation should consider 
both task success and the value of support given over the entire 
information seeking episode. Relevance-based measurements fail 
to address these requirements. In this paper, usefulness is 
proposed as a basis for IR evaluation. 

Categories and Subject Descriptors 
H.1.2 [Models and Principles]: User/Machine Systems – human 
information processing H.3.3 [Information Storage and 
Retrieval]: Information Search and Retrieval – search process 

General Terms 
Measurement, Performance, Experimentation, Human Factors 

Keywords 
Evaluation, Information seeking, Interaction, Usefulness 

1 INTRODUCTION 
Research in information retrieval (IR) has expanded to take a 
broader perspective of the information seeking process to 
explicitly include users, tasks, and contexts in a dynamic setting 
rather than treating information search as static or as a sequence of 
unrelated events. The traditional Cranfield/TREC IR system 
evaluation paradigm, using document relevance as a criterion, and 
evaluating single search results, is not appropriate for interactive 
information retrieval (IIR). Several alternatives to relevance have 
been proposed, including utility and satisfaction. We have 
suggested an evaluation model and methodology grounded in the 
nature of information seeking and centered on usefulness [1] [2]. 
We believe this model has broad applicability in current IR 
research. This paper extends and elaborates the model to provide 
grounding for practical implementation.  

2 INFORMATION SEEKING 
As phenomenological sociologists (e.g., [7]) note, people have 
their life-plans and their knowledge accumulates during the 
process of accomplishing their plans (or achieving their goals). 
When personal knowledge is insufficient to deal with a new 
experience, or to achieve a particular goal, a problematic situation 
arises for the individual and they seek information to resolve the 
problem [7]. Simply put, information seeking takes place in the 
circumstance of having some goal to achieve or task to complete.  
We can then think of IR as an information seeking episode 

consisting of a sequence of interactions between the user and 
information objects [4]. Each interaction has an immediate goal, 
as well as a goal with respect to accomplishing the overall 
goal/task. Each interaction can itself be construed as a sequence 
of specific information seeking strategies (ISSs) [8]. 
We believe appropriate evaluation criteria for IR systems are 
determined by the system goal. The goal of IR systems is to 
support users in accomplishing the task/achieving the goal that led 
them to engage in information seeking. Therefore, IR evaluation 
should be modeled under the goal of information seeking and 
should measure a system’s performance in fulfilling users’ goals 
through its support of information seeking. 

3 GOAL, TASK, SUB-GOAL & ISS 
In accomplishing the general work task and achieving the general 
goal, a person engaged in information seeking goes through a 
sequence of information interactions (which are sub-tasks), each 
having its own short term goal that contributes to achieving the 
general goal. Figure 1 illustrates the relationships between the 
task/goal, sub-task/goal, information interaction, and an ISS. 
Let us give an example. Suppose someone in need of a hybrid car 
wants to choose several car models as candidates for further 
inspection at local dealers. The problematic situation [7] is that he 
lacks knowledge on hybrid cars. His general work task is seeking 
hybrid car information and deciding at which models he should 
look. He may go through a sequence of steps which have their 
own short-term goals: 1) locating hybrid car information, 2) 
learning hybrid car information, 3) comparing several car models, 
and 4) deciding which local dealers to visit. In each information 
interaction with a short-term goal, he may go through a sequence 
of ISSs. For example, searching for hybrid car information may 
consist of querying, receiving search results, evaluating search 
results, and saving some of them.  
There are several general comments. First, Figure 1 shows only 
the simplest linear relations between the steps along the time line. 
In fact, the sequence of steps/sub-goals/ISSs could be non-linear. 
For instance, on the sub-goal level, after learning hybrid car 
information, the user may go back to an interaction of searching 
for more information. At the ISS level, after receiving search 
results, the user may go back to the querying step. 
Second, the contribution of each sub-goal to the general goal may 
change over time. For instance, suppose in one information 
interaction, the user looks at information of car model 1 and 
decides to choose it as a final candidate. After he learns about car 
model 2, which outperforms car model 1 in all aspects, he 
removes model 1 from the candidate list. Therefore, some steps in 
the sequence (choosing car model 1) may contribute to the 
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sub-goal positively, but it contributes to the final and overall 
goal negatively in that car model 1 is eventually removed. 

Third, the leading goal of this task is, or can be taken to be, 
relatively stable over the course of the interaction. Different 
users can and will do different things to achieve similar leading 
goals. Some of the differences in these sequences may be 
characteristics of classes of users, for example, high/low domain 
knowledge, cognitive capacities, and of task types, including 
task complexity. 

4 AN EVALUATION MODEL 
Fundamentally, we are interested in why a person engages an 
information need and how an interaction session contributes to 
meeting that need. It follows one must provide a measurement 
for the session as a whole and for the session constituents. 

4.1 Three levels of evaluation 
A user makes progress towards a goal by virtue of the results of 
interactions with the system. Support of results and process are 
two aspects of system performance. Evaluation of a system 
should center on how well the user is able to achieve their goal, 
the process of helping the user identify and engage in 
appropriate interactions, and the relationship of the results of 
those interactions to the progress toward and accomplishment of 
the goal. IR evaluation should then be conducted on three levels. 
First, it should evaluate the information seeking episode as a 
whole with respect to the accomplishment of the user's task/goal. 
Second, it should assess each interaction, meaning explicitly the 
effectiveness of support for each ISS, with respect to its 
immediate goal. Third, it should assess each interaction with 
respect to its contribution to the accomplishment of the overall 
task/goal. 

An ideal system will support its users’ task accomplishment by 
presenting resources and user support in an optimally-ordered 
minimum number of interaction steps (cf. [3]). Resources and 
user support should address not only search result content, i.e., 
techniques to rank the most relevant documents at the top, but 
they should also be manifest in the system interface, including 
search interface, result display, and various ways to support 
general task accomplishments. For example, the system could 
have a function of comparing pages that users have seen for 
them to better understand or summarize what they have learned 
about the task topic, so as to help them in solving the task. As 
another example, the system may have a place for the users to 
make notes, or create document drafts, which on one hand, is a 
way of helping users start generating their task-solving 
documents, and, on the other hand, are helpful for relevance 
feedback/query reformulation.  

4.2 Criterion: Usefulness 
We propose usefulness as the criterion for IIR evaluation. 
Existing measures of IR performance are inadequate for the 
proposed IIR evaluation model. 
The sense of usefulness we have in mind is more general than 
relevance, which has come, for historical reasons [1], to be the 
received basis for measuring IR systems. Like relevance, people 
are able to give usefulness judgments as intuitive assessments 
that do not turn on understanding a technical definition. 
Usefulness, however, is suited to interaction measurements in 
ways relevance-based systems cannot address. 
The problem of measuring IIR has recently received attention in 
terms of formal models (e.g. [4]) and the relation of local 
interactions to realization of search session outcomes (e.g. [5]). 
Usefulness measurements are distinguished from session-level 
measurements like Järvelin, et al.’s session-based discounted 

Figure 1. An IIR Evaluation Model

Evaluation based on the following three levels: 
1. The usefulness of the entire information seeking episode with respect to accomplishment of the leading task; 
2. The usefulness of each interaction with respect to its contribution to the accomplishment of the leading task; 
3. The usefulness of system support toward the goal(s) of each interaction, and of each ISS 
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cumulative gain (sDCG) [5] in that usefulness explicitly 
considers the session as a whole. sDCG does not support 
judgment of relevance to the whole session or how results from 
an interaction step might be integrated into the whole. It depends 
on the assumption the only thing that matters is the relevance of 
the local interaction and the incremental change it makes on the 
history of relevance judgments to that point. 
Usefulness is specifically distinguishable from relevance in 
several dimensions. Most strikingly, a usefulness judgment can 
be explicitly related to the perceived contribution of the judged 
object or process to progress towards satisfying the leading goal 
or a goal on the way. In contrast to relevance, a judgment of 
usefulness can be made of a result or a process, rather than only 
to the content of an information object. It also applies to all 
scales of an interaction. Usefulness can be applied to a specific 
result, to interaction subsequences, and to the session as a whole. 
Usefulness, then, is more general than relevance, and well-suited 
to the object of providing a measurement appropriate to the 
concept of task goal realization.  
This does not deny the importance of relevance as a specific 
measurement to be used in appropriate circumstances to 
determine usefulness. For example, relevance can be used as a 
usefulness criterion for interaction steps where the immediate 
goal is to gather topical documents. Here, it is the aboutness of a 
document that constitutes its usefulness to advancing the task, so 
relevance is the appropriate usefulness criterion. This example 
illustrates a larger point tied with the generality of usefulness as 
a measure. Measuring usefulness relies on adopting appropriate 
and varied criteria, even within a task session. Examples of such 
criteria include explicit judgments including relevance and 
usefulness, and implicit markers, such as decision and dwell 
times on documents, number of steps to complete a sub-goal, 
user’s actions to save, revisit, classify and use documents, and 
issue and reformulate queries. Researchers already use specific 
criteria such as these for evaluation. One consequence of 
adopting usefulness is that several measures should be used, and 
perhaps only for specific segments in the episode.  Identifying 
which measures are important for episode components and for 
the entire episode must be experimentally determined. 
Usefulness should be applied both for the entire episode against 
the leading goal/task and, independently, for each sub-
task/interaction in the episode. Specifically, 1) How useful is the 
information seeking episode in accomplishing the leading 
task/goal? 2) How useful is each interaction in helping 
accomplish the leading task? 3) How well was the goal of the 
specific interaction accomplished? From the system perspective, 
evaluation should focus on: 1) How well does the system 
support the accomplishment of the overall task/goal? 2) How 
well does the system support the contribution of each interaction 
towards the achievement of the overall goal? 3) How well does 
the system support each interaction? 

4.3 Measurements 
Identifying specific measures of usefulness and how to obtain 
them are clearly difficult problems. The most important aspect 
of this evaluation framework is that it depends crucially upon 
specification of a leading task or goal whose accomplishment 
can itself be measured. 
Generally, operationalization of usefulness at the level of the IR 
episode will be specific to the user's task/goal; at the level of 
contribution to the outcome it will be specific to the empirical 

relationship between each interaction and the search outcome; 
and finally, at the third level, it will be specific to the goals of 
each interaction/ISS.  
Examples at each level might be: the perceived usefulness of the 
located documents in helping accomplish the whole task; task 
accomplishment itself, in terms of correctness, effort, or time; 
the extent to which systems suggestions as to what to do are 
taken up; the extent to which documents seen in an interaction 
are used in the solution; the degree to which useful documents 
appear at the top of a results list; and the extent to which 
suggested query terms are used, and are useful. 
As an example, consider the hybrid car information seeking 
episode and focus on just the leading goal/task, sub-goal 1 and 
the information interaction 1 with its four ISSs. To demonstrate 
how the criterion of usefulness can be operationalized, the 
evaluation could be approached from the following aspects (this 
is not intended as an exclusive list): 

• at the level of the whole episode [leading goal/task] 
o accomplishment of the task [result] 

 How well did the user successfully select candidate 
car models? [correctness] 

 How many steps (e.g., interactions, ISSs) did the user 
go through for the whole task? [effort] 

 How long did the user spend to complete the whole 
task? [time] 

o support to the information seeking episode [process] 
 How useful was the system in supporting 

identification of appropriate sub-goals in selecting 
hybrid car models? 

 Were system suggestions on what to do (e.g., a system 
suggesting four task steps: locating information, 
learning, comparing, and deciding) accepted? 

 How well did the system support the user in choosing 
an appropriate sub-task sequence? 

• at the level of the information interaction/sub-goal [sub-
goal 1/information interaction 1] 
o accomplishment of the sub-goal [result] 

 How well did the user successfully locate hybrid car 
information? [correctness] 

 How many steps (e.g., ISSs) did the user go through in 
locating car information? [effort] 

 How long did the user spend to locate car information? 
[time] 

o support to information interaction 1[process] 
 How useful was the system in supporting users to 

identify appropriate ISSs in locating hybrid car 
information? 

 Were system suggestions on what to do (e.g., 
suggesting a user should now query, view results, 
evaluate results or save documents) accepted? 

 How well did the system support the user in choosing 
an appropriate ISS sequence? 

• at the level of the contribution of the sub-goal to the 
leading goal [sub-goal 1 to the leading goal] 
o accomplishment of the contribution [result] 

 How much did locating car information contribute to 
the whole task of selecting candidate car models? 

o support to this contribution [process] 
 How useful was the system in supporting users to 

locate car information in order to finally select 
candidate car models? 
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• at the level of the ISSs [ISSs 1-4 information interaction 1] 
o How useful were suggested queries/terms for formulating 

queries? [ISS1] 
o How much were the suggested queries/terms used? [ISS1] 
o How well does the system support evaluation of retrieved 

documents? [ISS3] 
o How well does the system support saving or retaining the 

retrieved, or useful, documents? [ISS4] 
• at the level of the contribution of each ISS to the sub-goal 

or leading goal [ISSs 1-4 to sub-goal 1 and leading goal] 
o How useful were the suggested queries/terms (for systems 

with query formulation assistance) for locating car 
information? [ISS1 to sub-goal 1] 

o How well did the system rank documents? (using  
relevance and various other measures: precision, DCG, 
etc.) [ISS2 to sub-goal 1] 

o How useful was each viewed document in helping users 
locate hybrid car information? [ISS2 to sub-goal 1] 

o How useful was each viewed document in helping users 
select the candidate car models? [ISS2 to leading goal] 

4.4 Experimental frameworks for IIR 
system measurement 

One challenge in measuring the performance of IIR systems is to 
move beyond the Cranfield and TREC relevance-based models. 
Several experimental frameworks are available to measure 
system performance over interactive sessions. 
Traditional user-studies can be used by setting a task with a 
measurable outcome that is related to information seeking 
activities. Systems are then compared by both outcome and the 
interaction path taken to task completion. Our proposal 
addresses how the interaction path can be assessed to measure 
its contribution to the outcome. 
The limitations of user-studies are scale-related. One can 
address only a small number of tasks with a limited number of 
subjects. User-studies have the virtue of well-specified tasks and 
the ability to collect many details about users and their 
interactions. 
An alternative framework, in the spirit of A-B system 
comparisons often used in commercial settings, is to make 
available two versions of a system and compare measures as 
people make use of the system (e.g. [6]). A big advantage of this 
approach is the ability to conduct large-scale tests with many 
users and (implicitly) many tasks. The limitation is that one 
needs to infer properties of the tasks and also the usefulness of 
the system response to meeting the needs of the users. One 
difficult technical issue is the identification of sessions to enable 
session-level results analysis. 
A third, somewhat intermediate, approach to achieve reasonable 
scale with enough detail to enable a rich assessment of system 
performance for user task support, is to build a reference 
database of session interactions.  This might be assembled in a 
cooperative effort and made available to research groups to 
generate system performance results. Such a usefulness-based 
interaction database would presumably include user models to 
choose interaction outcomes depending on the choices offered 
by the system and the support provided by the system at each 
step along the way. Such a database might be generated from 
uniformly-instrumented user studies and a reference user 
model(s). 

5 CONCLUSION 
Information retrieval is an inherently and unavoidably 
interactive process, which takes place when a person faces a 
problematic situation with respect to some goal or task. Thus, 
evaluating IR systems must mean both evaluating their support 
with respect to task accomplishment, and evaluating them with 
respect to the entire information seeking episode. Past, and most 
current approaches to IR evaluation, as exemplified by TREC, 
fail to address either of these desiderata, focusing as they do on 
relevance as the fundamental criterion, and on effectiveness of 
system response to a single query. In this paper, we propose an 
alternative evaluation model which attempts to address both of 
these issues, based on the criterion of usefulness as the basis for 
IR evaluation. Although our proposed model clearly needs more 
detailed explication, we believe that it offers a useful basis from 
which realistic and effective measures and methods of IR 
evaluation can be developed. 
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ABSTRACT
When search engine users have trouble finding what they
are looking for, they become frustrated. In a pilot study, we
found that 36% of queries submitted end with users being
moderately to extremely frustrated. By modeling searcher
frustration, search engines can predict the current state of
user frustration, tailor the search experience to help the user
find what they are looking for, and avert them from switch-
ing to another search engine. Among other observations,
we found that across the fifteen users and six tasks in our
study, frustration follows a law of conservation: a frustrated
user tends to stay frustrated and a non-frustrated user tends
to stay not frustrated. Future work includes extracting fea-
tures from the query log data and readings from three phys-
ical sensors collected during the study to predict searcher
frustration.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—relevance feedback, search process

General Terms
Human Factors, Measurement

Keywords
Information retrieval, human-computer interaction, frustra-
tion modeling

1. INTRODUCTION
In this work, we investigate modeling searcher frustra-

tion. We consider a user to be frustrated when their search
process is impeded, regardless of the reason. A frustration
model capable of predicting how frustrated searchers are
throughout their search is useful retrospectively to collect
statistics about the effectiveness of a search system. More
importantly, it allows for real-time system intervention of
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frustrated searchers, hopefully preventing users from leaving
for another search engine or just giving up. Evidence from
users’ interactions with the search engine during a task can
be used to predict a user’s level of frustration. Depending on
the level of frustration and some classification of the type of
frustration, the system can change the underlying retrieval
algorithm or the actual interface. For example, we posit
that one common cause or type of frustration is a user’s in-
ability to formulate a query for their otherwise well defined
information need.

One way that a system could adapt to address this kind
of frustration is to show the user a conceptual break down
of the results; rather than listing all results, group them
based on the key concepts that best represent them. So
if a user enters ‘java’, they can see the results based on
‘islands’, ‘programming languages’, ‘coffee’, etc. Of course,
most search engines already strive to diversify result sets, so
documents relating to all of these different facets of ‘java’ are
present, but they might not stick out to some users, causing
them to become frustrated.

An example from the information retrieval (IR) literature
of a system that adapts based on a user model is work by
White, Jose, and Ruthven [5]. They used implicit relevance
feedback to detect the changes in the type of information
need of the user and alter the retrieval strategy. In our
work, we want to detect frustrated behavior and adapt the
system based on the type of frustration.

While automatic frustration modeling has not been specif-
ically investigated in the IR literature, it has been explored
in the area of intelligent tutoring systems (ITS) research.
When a system is tutoring a student, it is helpful to track
that student’s affective state, including frustration, in order
to adapt the tutoring process to engage the student as much
as possible. Our research borrows heavily from the tools
used in and insights gleaned from the ITS literature.

The goals for our line of research are as follows: first,
determine how to detect a user’s level of frustration; second,
determine what the key causes or types of frustration are;
and third, determine the kinds of system interventions that
can counteract each type of frustration. Our current work
focuses on the first two, leaving the third for future studies.

2. RELATED WORK
Our research is based heavily on two bodies of work: one

from the IR literature and the other from the ITS literature.
We will first describe work by Fox et al. [3] in IR followed
by the work of Cooper et al. [2] and Kapoor, Burleson, and
Picard [4] in the field of ITS.
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2.1 Predicting searcher satisfaction
Fox et al. [3] conducted a study to determine if there is

an association between implicit measures of user interest de-
rived from query logs and explicit user satisfaction. They
collected satisfaction feedback for every non-search engine
page visited and for every session (see Section 3 for the def-
inition of session).

Fox et al. found there exists an association between query
log features and searcher satisfaction, with the most pre-
dictive features being click through, the time spent on the
search result page, and the manner in which a user ended a
search. Using a Bayesian model, they were able to predict
the level of satisfaction with 57% accuracy at the results
level (with a baseline of 40%) and 70% at the session-level
(with a baseline of 56%).

In our work, we extend the research of Fox et al. to include
a satisfaction feedback prompt for every individual query.
We also ask users to rate their frustration with the search
process and the degree to which each query’s results meet
their expectations. In addition, our scales are finer—five
levels for all feedback rather than three—which should allow
users to better assess themselves. Our work in part explores
if the success of modeling user satisfaction with query log
features transfers to modeling frustration.

2.2 Detecting ITS user emotion
Cooper et al. [2] describe a study in which students using

an intelligent tutoring system were outfitted with four sen-
sors: a mental state camera that focused on the student’s
face, a skin conductance bracelet, a pressure sensitive mouse,
and a chair seat capable of detecting posture. The goal of
the study was to ascertain if using features drawn from the
sensor readings in combination with features extracted from
user interaction logs with the ITS could more accurately
model the user’s affective state than using the interaction
logs alone.

Cooper et al. found that across the three experiments they
conducted, the mental state camera was the best stand-alone
sensor to use in conjunction with the tutoring interaction
logs for determining frustration. However, using features
from all sensors and the interaction logs performed best.
They used step-wise regression to develop a model for de-
scribing each emotion. For frustration, the most significant
features where from the interaction logs and the camera,
though features from all sensors were considered in the re-
gression. The model obtained an accuracy of 89.7%; the
baseline—guessing that the emotional state is always low—
resulted in an accuracy of 85.29%.

In a related study using the same sensors, but different
features, Kapoor, Burleson, and Picard [4] created a model
to classify ITS user frustration. They achieved a classifica-
tion accuracy of 79% with a chance accuracy of 58%. These
studies demonstrate the utility of the sensor systems for pre-
dicting ITS user frustration. In our research, we will explore
how well these sensors predict searcher frustration.

3. DEFINITIONS
To be clear, we will use the following definitions.

Task. A task is a formal description of an information need.
Query. A query is the text submitted to a search engine.
We also discuss query level events, which refer to the user
interactions with the results returned for the query and any

subsequent pages visited until the next query is entered or
the session is completed, whichever comes first.
Session. A session consists of all of the user interactions
while searching for information for a particular task.
Satisfaction. We define satisfaction as the fulfillment of a
need or want; in the case of IR, a user’s information need.
For example, a user can be asked the degree to which a Web
page, query, or session fulfilled their information need.
Frustration. We consider a user frustrated when their
search process is impeded, regardless of the reason. To mea-
sure frustration, we ask users to rate their level of frustration
with the current task up to the current point on a scale of
1 (not frustrated at all) to 5 (extremely frustrated). A user
is considered frustrated if they indicate a level of 3 or more.
While satisfaction and frustration are closely related, they
are distinct. As a consequence, a searcher can ultimately
satisfy their information need (i.e., be satisfied), but still
have been quite frustrated in the process [1].

4. USER STUDY
We conducted a user study consisting of 15 undergradu-

ate and graduate students, each of which was asked to find
information for the same six tasks using the Web. Their
interactions with the browser were logged along with data
from three physical sensors. The subjects were asked to as-
sess their level of satisfaction at the result, query, and session
levels, their frustration at the query level, and the degree to
which the results returned for each query met their expecta-
tions. We describe each of the aspects of the study in more
detail below.

4.1 Tasks
Subjects were asked to search for information to satisfy six

tasks. Here we give a brief description of each along with a
label in italics at the beginning of the description.

• [Thailand] Search the Web to make a list of pros and
cons of a trip to Thailand.

• [Anthropology] Search the Web for decent anthropology
programs that are as close to Ohio as possible.

• [GRE] Search the Web to evaluate your chances of get-
ting into one of the top 25 computer science PhD pro-
grams with a GRE score of 525 Verbal and 650 Math.

• [Computer Virus] Search for descriptions of the next
big computer virus or worm.

• [MS Word] In MS Word 2008 for Mac, you created a
document and set the background to a grid pattern
and saved it. When you opened the document later,
the background no longer had the grid pattern, but
was a solid color. Search the Web to find out how to
resolve this.

• [Hangar Menu] Find the menu for the Hangar Pub and
Grill in Amherst, MA.

All tasks are meant to be realistic, but are not taken from
pre-existing query logs. We chose tasks we anticipated would
cause some amount of frustration since our main objective
is to understand frustration. Users were asked to spend no
more than about ten minutes on a given task, though this
was a soft deadline. A timer and reminder pop-up at the ten
minute mark were provided in a browser plugin to remind
them of the time.
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Five of the tasks are informational, four of which are more
research oriented and open ended and one that we catego-
rize as a technical debugging task. The five research ori-
ented tasks were chosen because of the anticipated time-
to-completion; such open ended tasks should involve more
queries and more opportunities for the user to become frus-
trated. The Thailand and Computer Virus tasks are the most
open ended, while the Anthropology and GRE add in some
additional constraints that could make the search process
more difficult.

The task MS Word involves searching for the solution to
a bug with Microsoft Word 2008 for Mac. The information
need is informational, but what constitutes the task being
satisfied depends on whether or not a proposed solution ac-
tually remedies the bug. We anticipated that formulating
queries for this task would be difficult, making the user frus-
trated. The actual problem is real and was encountered by
one of the authors.

The sixth task, Hangar Menu, is navigational. However,
the source is difficult to find for those trying to find it for the
first time, making this a good frustration-causing task. The
inspiration for this task came from looking at query logs that
contained many sessions in which users were clearly trying
to navigate to a homepage or Web source that either did not
exist or was unavailable.

4.2 Feedback
For each page that was visited for a task, the user was

prompted to enter the degree to which the page satisfied the
task, with an option that the page was not viewable or not
in English. Five satisfaction options were given from “This
result in no way satisfied the current task” to “This result
completely satisfied the current task”.

After the results for a query were viewed, users were asked
to assess the degree to which the results as a whole for that
query satisfied their information need. We asked this be-
cause each individual result viewed may have only partially
satisfied the information need, but taken together, they fully
satisfy the information need. Users were also asked to assess
how the results returned for the query met their expectations
for the query. Five options were given, ranging from much
worse to much better. Finally, users were asked to rate their
frustration with the search up to the current point on a scale
of 1 (not frustrated at all) to 5 (extremely frustrated).

At the end of each task, users were asked to indicate the
degree to which the task was satisfied over the course of
the entire session. They were also given an opportunity
to comment about their knowledge of the task before they
began searching.

4.3 Sensors
We used the mental state camera, pressure sensitive mouse,

pressure sensitive chair, and features used by Cooper et
al. [2] (see Section 2.2). The camera reports confidence
values for 6 emotions (agreeing, disagreeing, concentrating,
thinking, interested, and unsure) in addition to several raw
features, such as head tilt and eyebrow movement.

The mouse has six pressure sensors that report the amount
of pressure exerted on the top, left, and right sides of the
mouse. Cooper et al. averaged the pressure across all six
sensors to obtain one pressure reading.

The chair also has six pressure sensors: three on the seat
and three on the back. Cooper et al. derived the features

netSeatChange, netBackChange and sitForward from the raw
readings.

4.4 Browser logging
To log both the feedback and generate a query log for the

sessions, we created a Firefox plugin based on the Lemur
Toolbar1. The events logged include the amount of a page
scrolled; new tabs being opened and closed; left, right, and
middle clicking on links; new windows being opened and
closed; the HTML for result pages returned by Google, Ya-
hoo!, Bing, and Ask.com; and the current page in focus.

This is a client-side query log and is richer than a server-
side query log. Both client-side and server-side features can
be extracted. We plan to extract features very similar to
those used by Fox et al. [3].

5. DISCUSSION
Our initial analysis of the data from this first experi-

ment have provided several interesting insights into mod-
eling searcher frustration. However, we require additional
experiments to provide the data necessary to make our find-
ings statistically significant.

Across the fifteen users, a total of 351 queries were entered—
an average of 3.9 per session. Users reported being frus-
trated (3–5 on the frustration scale) for 127 or 36% of the
queries. The majority of queries (56%) performed worse
than expected. Despite unmet expectations, users found
their information need at least partially satisfied for 71% of
queries. A total of 705 pages were visited (either from the
results page or from browsing) for an average of two pages
per query. Users at least partially satisfied their information
need for 92% of the 90 sessions.

Figure 1 shows the level of frustration for each individual
averaged over the six tasks. The x-axis shows the number of
queries that have been entered so far in a session and the y-
axis shows the level of frustration on the 1–5 scale. The exact
frustration value is smoothed with the user’s overall average
frustration, since the number of queries entered for each task
is different. The thick line in the middle shows the overall
average across all users and tasks. The key observations are
that different users are more likely to be frustrated (or not)
and frustration tends to increase as session length increases.

Looking at averages over individual tasks, there appears
to be some interaction between query level satisfaction, ex-
pectation, and frustration. Tasks where users’ expectations
were closer to being met/exceeded and queries at least par-
tially satisfied the task also had lower frustration ratings.

Turning to individual tasks, the research oriented infor-
mational tasks shared similar characteristics in the number
of queries entered, pages visited, etc. The MS Word task is
an outlier in terms of information tasks, however. The task
was the most frustration-invoking task, with an average frus-
tration rating of 3.0 (moderate frustration). It also had the
lowest average satisfaction rating (1.5) and meeting of ex-
pectations rating (1.7). It had the most number of queries
and the second lowest number of page visitations (the first
was the navigational task, Hangar Menu). The average time
spent to complete or quit the task was in range of most the
other tasks—about ten minutes. The high volume of queries
and the low page visitation suggests that formulating queries
for the task was difficult, as expected.

1http://www.lemurproject.org/querylogtoolbar/
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The Hangar Menu task was not as difficult as anticipated.
Users entered fewer queries, visited fewer pages, and spent
less time on average for this task. The average frustration
rating was low (1.8) while the average satisfaction and ex-
pectation ratings were high (2.9 and 2.6, respectively).

Another interesting observation we have made is a model
of frustration transitions. Aggregating across all users and
tasks, we find the probability of becoming (not) frustrated
given that a user is (not) frustrated. Again, we consider a
user frustrated if their rating is between 3–5. This model
shows that the user is frustrated after the first query in 26%
of the 90 sessions and is not frustrated in the remaining 74%.
Once frustrated, 82% of the time users will be frustrated
after their next query and will become not frustrated 18% of
the time. Once not frustrated, users will stay not frustrated
after the next query 85% of the time and become frustrated
the other 15% of the time. This trend is mostly consistent
across individual users and tasks.

The frustration transition model gives us a key insight into
understanding frustration and how to detect it. Namely,
frustration is a function not only of the current interaction,
but of the previous state of frustration. This suggests that
a temporal classifier, such as a Hidden Markov Model, may
be a good candidate for detecting frustration.

Figure 1: The average frustration across tasks for
each user after the nth query. Each line represents an
individual user; the thick line is the average across
all users.

6. FUTURE WORK AND CONCLUSIONS
There are many avenues of analysis we are looking into

currently, including extracting features from the query logs
and sensor readings to predict frustration. Our goal is to
predict frustration based solely on query logs, i.e., not to
rely on sensors. We are exploring gene analysis, a technique
reported by Fox et al. [3]. This form of browsing analysis ab-
stracts the query log events, assigning a letter or symbol to a
few key events. Stringing events together yields a sequence,
which we can analyze in a manner similar to genes. In a
brief analysis, we found that gene sequences mean different
things for different tasks. For instance, the sequence “qL”,
meaning the user entered a query, looked at the results page

and did nothing else for that query, is the most frequent se-
quence for two tasks and leads to frustration about 60% of
the time. This probably indicates a query formulation prob-
lem. For the other four tasks, the sequence is the second or
third most common sequence, but usually ends in the user
not being frustrated. The same sequence leads to no or low
satisfaction almost 100% of the time for the first two tasks,
demonstrating a complex relationship between frustration
and satisfaction.

In addition to further analysis with the current data set,
we are planning a second experiment. This experiment will
involve more people and different tasks. The new tasks will
have a larger coverage of the informational and navigational
information need types (we will not consider transactional).
They will also be narrower in scope and more clearly defined.
Some users in the previous experiment found the tasks too
open ended. Several bugs in the logging software must also
be fixed. After browser crashes, some of the JavaScript was
not re-enabled, causes certain events to not be logged.

The data from our first experiment is rich and has pro-
vided us with many key insights into understanding searcher
frustration. Among our observations are: frustration tends
to increase with the number of queries submitted for a single
task; certain searchers are more predisposed to be frustrated
with the search process; a user’s state of frustration is largely
conserved, with a small chance of transitioning to the oppo-
site state; and frustration appears to have a different shape
for different types of tasks, such as informational versus nav-
igational. More analysis and data will help us to understand
the causes of frustration and how to model them.
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ABSTRACT 
This paper explores the thesis that query suggestions function as a 
type of idea tactic. A further thesis of this paper is that query 
suggestions are most useful for open-ended search tasks that 
require the searcher to explore and learn about a particular topic, 
and in situations where topics are difficult. Results are presented 
from two studies that examined people’s use of query suggestions 
while searching for open-ended search topics and how usage 
varied according to topic difficulty. 

1. INTRODUCTION 
In 1979, Marcia Bates introduced the notion of an idea tactic as a 
move to help searchers generate new ideas or solutions to 
information search problems [1]. Bates noted that idea tactics 
serve a psychological purpose in that they are intended to help 
improve the searcher’s thinking and creative processes (p. 280). 
Bates further justifies the importance of idea tactics by observing 
that new ideas are often “blocked or limited by one’s current 
thinking” (p. 281).  The basic idea is that the searcher’s internal 
model of the information problem can sometimes block their 
efforts to think of novel and useful ways to proceed with search.  
Bates proposed a number of tactics emphasizing idea generation 
and pattern-breaking. Idea generation focuses on the stimulation 
of new ideas by thinking and conducting activities outside of a 
retrieval system. Pattern-breaking tactics help searchers go 
beyond their current way of thinking about the problem and 
suggest moves that can be made while interacting with a retrieval 
system. Although some pattern-breaking tactics are intended to be 
used by the searcher introspectively, a number of these focus on 
search behavior and query generation. However, searchers’ 
abilities to use these tactics may be limited since often searchers 
do not have clear understandings of their information needs [2]. 
Bates’ article was primarily aimed at professional searchers, 
offering formal guidance and instruction about how to conduct 
bibliographic searches. Bates did not suggest how information 
retrieval (IR) systems might support idea tactics and since that 
time, few (if any) researchers have explored if and how search 
interfaces can support idea tactics. This paper explores the thesis 
that query suggestions function as a type of idea tactic by 
providing support for both idea generation and pattern-breaking. 
Query suggestions are alternative queries that the system displays 
to searchers.  These suggestions are often identified by examining 
past searchers’ queries and comparing these to the current 
searcher’s query and are thus, human-generated, but suggestions 
can also be machine-generated. Many researchers have studied 
query suggestion features for information seeking tasks [e.g., 3, 
6], but studies have not been conducted to understand how these 
suggestions support idea generation. Query suggestions can be 
particularly beneficial because they provide searchers with 
alternative methods for exploring topics and can potentially help 
searchers develop better understandings of their topics and richer 

vocabularies with which to pose queries.  Furthermore, query 
suggestions allow searchers to continue to execute searches even 
when they are unable to formulate their own queries.  
It is unlikely that query suggestions are useful in all types of 
search situations and for all types of tasks. A further thesis of this 
paper is that query suggestions are most useful for open-ended 
search tasks that require the searcher to explore and learn about a 
particular topic. This thesis is motivated by the information search 
models of Kuhlthau [4] and Vakkari [5] that depict the processes 
that occur while searchers engage in these types of tasks.  These 
models are anchored by different stages, which are associated 
with different types and sources of desired information, search 
tactics and mental models. Particularly relevant to this work is 
Vakkari’s three stages (pre-focus, formulation and post-focus) and 
the associated types of information sought (general information, 
faceted background information, specific information) and mental 
representations of searchers (general or vague, differentiated, 
integrated).  It is proposed that query suggestions can assist in all 
stages of search by helping the searcher get started during pre-
focus, explore various facets during formulation and follow-up 
with specific questions during post-focus. Following these 
models, it is further proposed that query suggestions will be most 
useful as an idea tactic for topics that are difficult to search.  

In this paper, results are presented from two separate studies that 
examined people’s use of query suggestions while searching for 
open-ended search topics.  The first of these studies was presented 
earlier this year at the ACM SIGIR Conference [3], although the 
results presented here were not published in that paper. The 
second study has not been published, but is under review. In this 
paper, key results from each study related to the use of query 
suggestions as idea tactics, and compares and discusses these 
results. Details of the study method will not be presented, but the 
basic setup involved a test collection of newspaper articles (over 1 
million) and assigned search tasks that asked subjects to find and 
save documents related to assigned topics.  Subjects used an 
experimental search system that used Lemur1 for indexing and 
retrieval. The interfaces were similar and presented subjects with 
a query box, basic navigation facilities and query suggestions.  

2. STUDY 1 
The major purpose of Study 1 was to evaluate the effectiveness of 
an experimental technique for generating query suggestions 
automatically that combined users’ queries with terms generated 
by classic term relevance feedback techniques.  We also 
compared differences between term and query suggestion 
interfaces.  Each subject completed four topics: two with the term 
suggestion interface and two with the query suggestion interface.  
We only report results of subjects’ searches with the query 

                                                                 
1 http://www.lemurproject.org  
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suggestion interface (2 searches per subject). Fifty-five 
undergraduate students participated in the study.  Approximately 
half of the subjects were presented with query suggestions that 
had been generated automatically, while about half were 
presented with query suggestions that had been generated by other 
subjects. More details about this study can be found in [3]. 

2.1 Use of Suggestions 
Subjects submitted a total of 649 queries.  Five-hundred and eight 
(78%) of these queries were queries they entered manually while 
141 (22%) were suggestions. On average, subjects entered 5.90 
queries per topic (SD=4.26), or about 4.62 (SD=3.30) manually 
created queries and 1.28 (SD=1.92) query suggestions. The fewest 
query suggestions taken for a search was 0 and the most was 12.  
Subjects who received query suggestions that had been created by 
other people issued a similar number of queries to subjects who 
received automatically generated suggestions: 323 and 326, 
respectively. However, those who received user generated query 
suggestions selected more query suggestions (n=92) than those 
who received automatically generated suggestions (n=49), and 
entered fewer queries manually (231 vs. 277, respectively). 

2.2 Suggestions and Topic Difficulty  
The assigned search topics were classified according to difficulty, 
based on subjects’ performances in a previous study.  Topics were 
divided into quartiles: easy, medium, moderate and hard. Each 
subject completed one topic from each difficulty bin.   
Table 1 displays the mean number of queries issued for topics of 
each level of difficulty, as well as the mean number of queries 
subjects generated themselves and the mean number of query 
suggestions taken. Overall, subjects entered more queries as topic 
difficulty increased.  An average of 4.89 queries were entered for 
easy topics, while 7.50 were entered for the most difficult topics. 
This trend is also evident in the number of subject generated 
queries and the number of query suggestions, although some 
slight differences exist (for instance, more query suggestions were 
taken for moderate topics than hard topics). However, for easy 
and medium topics, subjects selected less than 1 suggestion per 
topic, while for moderate and hard topics, subjects selected about 
1.65 suggestions. These results indicate that query suggestion 
features are more likely to be useful for difficult topics.   

Table 1. Mean (SD) number of queries entered for topics of 
various difficulty levels: easy, medium, moderate, and hard.  

 Topic Difficulty  

Total Easy Medium Moderate Hard 

Total Queries 
Issued 

4.89 
(3.52) 

5.00 
(2.77) 

6.37 
(4.36) 

7.50 
(5.69) 

5.90 
(4.26) 

Subject Generated 
Queries 

4.04 
(2.93) 

4.00 
(2.52) 

4.63 
(2.95) 

5.92 
(4.42) 

4.62 
(3.30) 

Query Suggestions 
Taken 

0.86 
(1.30) 

1.00 
(1.28) 

1.74 
(2.64) 

1.58 
(2.14) 

1.28 
(1.92) 

3. STUDY 2 
The major purpose of this study was to investigate the extent to 
which users could be induced to take query suggestions by 
manipulating usage information associated with each suggestion.  
The set-up of this study was similar to that of Study 1 except that 
subjects were only provided with user generated query 
suggestions.  We preselected these suggestions from queries 

entered by subjects in Study 1 for the same search topics (only 
four topics were used in Study 2).  Eight query suggestions were 
provided for each topic – four query suggestions were good 
performing queries and four were poor performing queries (we 
predetermined good and poor queries by examining how many 
relevant documents were retrieved in the top 20 results). Usage 
information indicating how many other people used the queries 
was also displayed next to the query suggestions.  For half of the 
queries this information was high (i.e., many people used the 
query) and for half the queries this information was low (i.e., very 
few people used the query). The order of the queries and 
associated usage information was randomized. Twenty-three 
subjects participated (22 undergraduates and 1 graduate).   

3.1 Use of Suggestions 
Subjects submitted a total of 722 queries for all topics combined 
(32 queries on average, or about 8 queries per subject per topic).  
Four-hundred twenty-five (59%) of these queries were of their 
own creation while 297 (41%) were suggestions. Each subject 
was shown a total of 32 suggestions (8 suggestions per topic * 4 
topics) and selected an average of 13.70 (SD=7.02).  One subject 
did not select any suggested queries, while another selected 242.   
The number and proportion of query suggestions taken by 
subjects in this study (n=297, 41%) was much greater than the 
number taken by subjects in Study 1 (n=141, 22%). Although 
many aspects of these studies were similar (subject population, 
system, collection, topics, basic interface), several main aspects 
(such as the content of the query suggestions) differed. Thus, we 
are unable to make any conclusive statements about what 
impacted the difference in use of suggestions, but note one major 
difference – subjects’ perceptions of the origins of the 
suggestions.  In Study 1, some query suggestions were created by 
other users and some were created automatically by the system, 
but subjects were not provided with any information about the 
origins of these suggestions.  In Study 2, subjects were only 
presented with user generated suggestions and were told via the 
interface the origins of the suggestions (that is, subjects were told 
that certain numbers of other users entered the queries).  We did 
not quiz subjects in the first study to find out their beliefs about 
the origins of the query suggestions, so we cannot say with 
certainty that they did or did not believe the queries were created 
by humans. However, the discrepancy in the amount of 
suggestions taken between subjects in the two studies suggests 
that agency attribution is an important factor in determining 
whether subjects take suggestions and that attributing the 
suggestions to other humans rather than a machine might increase 
the use and uptake of suggestions. Our future work will explore 
this directly by manipulating the actual and communicated origins 
of the query suggestions. Results of such work might demonstrate 
if users are biased towards human recommendations and why they 
appear to make more use of these recommendations than 
computer generated recommendations.  
Since the set of suggested queries for each search remained the 
same, we were able to examine the overlap between the queries 

                                                                 
2 Subjects in this study were not influenced by the usage 

information: subjects selected 148 queries that were associated 
with low usage information and 165 queries that were 
associated with high usage information. 
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subjects entered manually and the suggested queries to see how 
many duplicates occurred.  That is, how many times a manually 
entered query matched exactly a suggested query.  We found that 
113 of the 425 subject-created queries were exactly the same as 
one of the suggested queries.  Of these 113 queries, only 7 were 
the first queries typed by subjects (in which case they would not 
be duplicates since subjects did not receive any suggestions until 
they entered one query). Although there is no way to ascertain 
that subjects did not naturally type the 106 duplicate queries on 
their own, these results suggest that some subjects took 
suggestions by manually entering the queries rather than clicking 
on them. Thus, using a simple click metric to measure uptake may 
not tell the whole story.  While suggested queries may provide the 
subject with ideas for search and a greater understanding of their 
topic, this usage may not easily measurable by observing 
behavior. Eye tracking can potentially provide a better indicator 
of how frequently a subject examines suggestions and can also be 
correlated with observable behaviors, but this too does not 
adequately capture the extent to which query suggestions expand 
the user’s knowledge of the topic and potentially assist with query 
formulation and identifying search moves.  Thus, one challenge to 
studying the use of query suggestions as idea tactics is identifying 
more robust methods for observing their impact. 

3.2 Integration of Suggestions into Searching 
When do subjects use query suggestions during their searches?  
Figure 2 shows the sequence of queries entered by subjects and 
whether the queries were created by the subject or were 
suggestions. (Note that subjects had to enter one self-created 
query at the start of the session before any suggestions were 
displayed.)   This Figure shows that many subjects made use of 
the suggestion feature early in their searches.  For the second and 
third queries issued, subjects were nearly equally as likely to enter 
their own query or click on a suggestion.  

 
Figure 2. Frequency and source of query (self-created or 

suggested) according to order of submission during search.  
One remarkable thing about this figure is the number of queries 
that were submitted:  in one case a subject entered 18 queries 
during a search, which is much more than what is commonly 
reported in the literature.  In Study 1, the maximum number of 
queries issued by a subject during a search was 22, an even 
greater number. On average, subjects in Study 1 issued about 5.90 
queries per topic, while those in Study 2 issued about 8 per topic. 
While there are many possible explanations for subjects entering 
larger numbers of queries than usual, including the fact that they 
were in a laboratory study, it may be the case that the query 

suggestions caused the increase. The suggestion may have 
supported subjects’ query behavior explicitly by providing them 
with clickable suggestions, or implicitly by providing them with 
ideas which they could use to create their own new queries. 
In Figure 3, manually entered queries that duplicated a query 
suggestion are counted as a user generated query.  However, if we 
consider these as suggestions (Figure 2), we see that subjects 
integrated the suggestions into their searches even more quickly – 
about 65% of the second queries issued by subjects were 
suggestions. For the second to eighth queries entered, subjects 
were more likely to use a suggestion than enter their own queries, 
while those who continued past the eighth query were more likely 
to create their own queries in subsequent iterations.  

 
Figure 3. Frequency and source of query (self-created or 

suggested) according to order of submission during search. In 
this Figure, user generated queries that duplicated query 

suggestions are counted as query suggestions. 

3.3 Suggestions and Search Stage 
To understand more about when subjects were more likely to take 
suggestions, we divided subjects’ searches into three equal parts: 
beginning, middle and end.  This division was based on the length 
of time each individual subject searched for a specific topic.  For 
example, if one subject spent 12 minutes searching for one topic, 
then the beginning stage corresponded to the first 4 minutes of the 
search, the middle stage the next four minutes and the end stage 
the last four minutes. Of course, such divisions do not correspond 
temporally to the stages identified by Vakkari [5] who studied 
searchers for several months.  However, we assume that even 
within a short 15 minute search that subjects will execute similar 
‘mini’ stages of pre-focus, formulation and post-focus where they 
are more likely to be looking for general information in the pre-
focus stage, faceted background information in the formulation 
stage and specific information in the post-focus stage.   
Figure 4 displays the number of user generated queries issued and 
suggested queries taken for each search stage.  In the first Stage, 
subjects entered more of their own queries, but during Stages 2 
and 3, subjects selected more suggested queries.  This difference 
is especially evident at Stage 3.  These results suggest that query 
suggestions might be particular useful during the latter stages of 
search when subjects are spending more time exploring the 
various facets of the topic and following-up by looking for 
specific information. These are likely to be the points at which 
subjects have exhausted their own ideas for queries and need 
ideas for alternative queries to continue with their searches.   
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Figure 4. Number of user generated queries issued and 

suggested queries taken for each search stage. 

3.4 Suggestions and Topic Difficulty 
We were also interested in seeing if we could replicate the finding 
from Study 1 with regard to use of suggestions and topic 
difficulty.  Recall that in Study 1, subjects issued more queries 
and took more suggestions for more difficult topics.  Figure 5 
displays the number of user generated queries issued and the 
number of suggested queries taken according to topic difficulty. 
These difficulty rankings are based on subjects’ post-search 
evaluations of how difficult it was to search for the topic.   

 
Figure 5. Relationship between topic difficulty and number of 

user generated queries and suggested queries.  
The relationship between search difficulty and use of suggestions 
was even more pronounced than in Study 1, with subjects taking 
twice as many suggestions for the most difficult topic than the 
easiest topic. Similar to Study 1, subjects issued more queries for 
more difficult topics and the number of queries subjects created 
on their own was somewhat constant.  However, the proportion of 
query suggestions taken to total queries issued saw greater 
increases in Study 2 as a result of topic difficulty than in Study 1.  
The results of both studies suggest that query suggestions might 
be useful for difficult topics since subjects in both studies issued 
more queries for difficult topics. For easy topics, subjects may 
find a sufficient number of documents by issuing a small number 
of their own queries or may be able to think of a variety of queries 
based either on their pre-search understanding of the topic or on 
their search interactions.  For difficult topics, subjects may need 
more assistance both at the beginning and latter search stages 
because of a lack of pre-search topic knowledge or because initial 
queries do not yield useful results. One factor that may contribute 
to search difficulty is the complexity of the topic, where 

complexity is the number of topic facets. If searchers are unaware 
of the range and types of facets, then they are likely to have a 
difficult time identifying queries that represent these different 
facets. Query suggestions can potentially provide users with an 
overview of different facets as well as easy entry points into 
different parts of the collection. Facet and cluster-based browsing 
is not new, but browsing via query suggestion may provide a 
more meaningful and effective method of access for users.  

4. CONCLUSION 
The thesis that query suggestions function as a type of idea tactic 
was explored using data from two studies.  Results showed that 
subjects used more query suggestions when searching for difficult 
topics and during the latter stages of search. Results also showed 
that subjects integrated suggestions into their searches fairly 
quickly and that they often manually enter suggested queries. 
These results provide preliminary support for the notion of query 
suggestions as idea tactics, although further study is necessary.  
Bates [1] states that the ultimate measure of success for an idea 
tactic is whether it improves retrieval performance. Our next step 
is to investigate search performance. This includes investigating 
overall performance, individual query performance and 
cumulative, within-session performance. A direct comparison of 
searchers’ interactions and tactics with a system that provides 
query suggestions with one that does not would also help us better 
understand the potential usefulness of suggestions as idea tactics.  
Such a study would allow one to explore if searchers using a 
query suggestion system searched longer, issued more queries 
(and at different rates, at different stages), achieved better 
performance, and learned more about their topics than searchers 
using a system that did not offer suggestions.  
Additional studies should examine different methods for 
exploring the usefulness of query suggestions as idea tactics since 
performance is only one outcome.  As Bates [1] described, idea 
tactics primarily serve a psychological purpose. A better 
understanding of how to evaluate query suggestions with this goal 
in mind is an important area for future research.  
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1. INTRODUCTION
Much information retrieval research is currently per-

formed using test collections, a methodology introduced by
Cleverdon and his colleagues in the Cranfield tests [4] and
further refined in evaluation exercises such as TREC (http:
//trec.nist.gov/). A test collection is (purposely) a stark
abstraction of real user search tasks that models only a few
of the variables that affect search behavior and was explicitly
designed to minimize individual searcher effects. Nonethe-
less, I argue that Cranfield-style experimentation is critical
to the study of interactive (user-in-the-loop) retrieval for at
least two reasons. First, research using test collections iden-
tifies good retrieval technology, allowing expensive user test-
ing to be reserved for the most promising avenues. Second,
meta-analysis of the Cranfield methodology can inform the
development of new research abstractions that make differ-
ent trade-offs among realism, experimental power, and cost.

This paper is a condensation of an earlier paper in which I
made similar arguments [12]. The arguments stem from my
experience with building and validating test collections as
the manager of the TREC project, a role that clearly marks
me as a Cranfield advocate. The next section provides a
brief recap of the Cranfield methodology as currently prac-
ticed, the following section examines the immense impact
of user variability on retrieval experiments, and the final
section describes two prior TREC efforts to develop evalua-
tion paradigms in the space between test collections and full
interactive experiments. The paper does not contain a pro-
posal for a new abstraction for testing interactive retrieval
systems; that is very much an open research problem. In-
stead, my hope is that the paper clarifies some of the issues
that must be addressed by such an abstraction.

2. THE CRANFIELD PARADIGM
A Cranfield test collection is a set of documents, a set of

information need statements (called “topics” in the remain-
der of this paper), and a set of relevance judgments that list
which documents should be returned for which topic. In the
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simplest and most common case, relevance judgments are
binary, either a document is relevant to the topic or it is
not, and are based on topicality, a document is relevant if
its subject matter matches that of the topic.

In current practice, a researcher runs a retrieval system
on a test collection to produce a ranked list of documents
in response to each topic (a “run”). A ranking reflects the
system’s idea of which documents are likely to be relevant
to the topic; documents it believes more likely to be relevant
are ranked ahead of documents it believes are less likely to
be relevant. Using the relevance judgments, various evalu-
ation metrics can be computed for the ranked list, each of
which reflects some aspect of the goal of ranking all relevant
documents ahead of all nonrelevant documents. Scores for
individual topics are averaged over the set of topics in the
test collection. Average scores for one run are compared to
other runs using the exact same test collection. Retrieval
systems producing runs with better scores are considered
more effective retrieval systems.

The abstraction that a test collection implements is ad-
mittedly impoverished compared to the complexity of a real
search task. This is a deliberate design choice to provide
more control over experimental variables at the cost of less
realism. Performing well on this abstract task is assumed
to be a necessary but not sufficient prerequisite for perform-
ing well on real search tasks. If a retrieval method can’t
at least rank relevant documents before nonrelevant doc-
uments (for some reasonable definition of relevance), it is
hard to imagine how it can be successful at any real user
task. Test collections are thus convenient tools for studying
retrieval system performance in the laboratory. As in medi-
cal research, laboratory research plays an integral role in the
development of new treatments, weeding out less successful
approaches early and relatively inexpensively, while reserv-
ing much more costly (“clinical”) testing of more realistic
functionality for only the most promising approaches.

Of course laboratory research is only useful if its findings
generalize to real-world tasks. There is plenty of historical
evidence that Cranfield-style tests are useful. Basic com-
ponents of current commercial retrieval systems, including
full text indexing, term weighting schemes, and relevance
feedback, were first developed using test collections. And
while Hersh and Turpin conclude that relevance ranking in
the manner of Cranfield is not a trustworthy means to find
differences in systems that matter to users [5, 11], I con-
tend their studies are better interpreted as examples of the
difficulty of gaining sufficient power to distinguish among
systems in interactive experiments.
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What is the source of this lack of power? Variability.
Variability and experimental power are inversely related in
any experimental design. An experimental design that pro-
vides a given level of power will be increasingly expensive as
variability increases since more factors must be controlled
for. As described in the next section, users are the domi-
nant source of variability in retrieval experiments even in the
Cranfield paradigm. Any additional user attributes included
in an experimental design can only increase that variability.

3. USER EFFECT AND VARIABILITY
The user is represented in a test collection simply as the

combination of a topic and its corresponding set of rele-
vance judgments. This ruthless abstraction of the user to a
static topic statement is a leading cause of Cranfield critics’
frustration with the methodology. Yet the topic (i.e., the
information being sought) is the primary source of varia-
tion in Cranfield-style retrieval experiments. An analysis of
variance model fitted to the TREC-3 results demonstrated
that the topic and system effects, as well as the interaction
between topic and system, were all highly significant, with
the topic effect as the largest [2]. In other words, even when
the user is reduced to simply the question asked, differences
between users have a bigger effect on the outcome of an
experiment than do differences between systems.

The large variability in topic performance for a single re-
trieval system is precisely why the Cranfield paradigm uses
average scores over a set of topics in comparisons. Sea-
soned experimenters have long known that the topic set
needs to be relatively large. For example, in the mid-1970’s
Sparck Jones and van Rijsbergen suggested 75 topics as a
minimum number of topics for an ‘ideal’ test collection[9].
This intuition arose from observing the behavior of indi-
vidual topics as demonstrated in Figure 1. The figure shows
an interpolated precision-recall graph for an example TREC
run. The heavy solid line is the average recall-precision curve
over the 50 topics in the test set, while the dotted lines are
the curves for 15 individual topics within the test set.

The archives of retrieval results from programs like TREC
and NTCIR allow hypotheses regarding test collection con-
struction and use (such as minimum topic set size) to be
experimentally verified. Investigations have established an
empirical relationship between the number of topics in a test
set, the size of the difference in retrieval scores used to de-
cide two runs are different (δ), and the error rate [13, 8],
as well as demonstrated that some evaluation measures are
more stable than others (including that MAP is much more
stable than precision at a given cut-off) [3]. For all measures
looked at, the error rate decreases when either the topic set
size or δ increases. For the most stable measures and for δ’s
of the size commonly observed in the retrieval literature, 25
topics is clearly too few to have confidence in the conclu-
sion, and even 50 topics is somewhat iffy—a δ of between
0.03 and 0.04 in MAP scores, equivalent to about a 10% rel-
ative difference in MAP scores for current systems, had an
error rate of about 11%. Less stable measures have higher
error rates for equal topic set sizes.

These are sobering conclusions for the prospects of build-
ing user-focused abstractions that provide reliable com-
parisons among systems. Even in the most controlled
environment—the Cranfield task and using MAP as the
measure—you still need on the order of 50 topics to control
user variability sufficiently to have confidence in a system
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Figure 1: Interpolated precision at standard recall
points for selected individual topics (dotted lines)
and the overall average for the run (solid line).

comparison. Modifications as small as moving from MAP
to a more user-focused measure like precision at ten docu-
ments retrieved require larger topic sets for a similar level of
confidence. More radical departures will require even larger
topic sets. Robertson calculated that hundreds of topics per
user would be needed to obtain statistical significance in
non-matched-pair tests[7].

4. CRANFIELD ALTERNATIVES
So far I have argued that the Cranfield paradigm is suc-

cessful because of its carefully calibrated level of abstrac-
tion. The document ranking task has sufficient fidelity to
real user tasks to be informative, but is sufficiently abstract
to be broadly applicable, feasible to implement, and com-
paratively inexpensive.

Interactive studies, currently the main alternative to test
collection experiments, generally have substantially more fi-
delity to real user tasks than Cranfield tests. Unfortunately,
interactive studies that are powerful enough to reach mean-
ingful conclusions are also challenging to design and expen-
sive to implement. The difficulties arise for a variety of rea-
sons. Interactive experiments have a large start-up cost.
Regardless of what particular functionality is the actual ob-
ject of interest, a good interactive experiment requires com-
plete systems that support the functionality in its best light
for all alternatives. Large numbers of topics are required
to reach statistically significant conclusions. Large numbers
of topics imply large numbers of subjects and sophisticated
experimental designs to balance subjects across conditions
(any given subject can search a given topic no more than
once). The more specific the design is to a given opera-
tional setting (i.e., the more “real” the experiment) the less
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generalizable the findings are to other environments so the
more cases that need to be examined. Tague lists a myriad
of factors that must be considered when designing retrieval
experiments [10].

The quest, then, is to find useful abstractions that make
different trade-offs among realism, experimental power, and
cost than test collections on the one hand and interactive
studies on the other. TREC has contained two notable ef-
forts in this regard. The TREC-6 interactive track looked
to decrease the cost of cross-site interactive tests by using
a common baseline system, while the TREC HARD track
augmented a traditional test collection with additional user
information.

In the TREC-6 interactive track [6], each participating
site ran an experiment comparing their system to a common
baseline system. The assumption in the design was that this
set-up would allow the effect of performing all n

2 compar-
isons among the n participating sites for a total cost of only
n comparisons (one at each site) since the common system
would control for inter-site variance. However, subsequent
analysis of the results did not support the assumption. Fur-
ther, the design incurred its own costs: participating sites
had to obtain, install, and support the common system; and
precious human subjects had to be devoted to the common
system, a system that was incidental to the main purpose of
the experiment being run at that site. As a result of these
limitations, the design could not be recommended.

The overall goal of the TREC HARD (“High Accuracy
Retrieval from Documents”) track was to improve ad hoc
retrieval by customizing the search to the particular user.
The motivation for the track was that current retrieval sys-
tems return results for the“average”user and this necessarily
limits their effectiveness for the particular user. The task in
the track was an ad hoc document ranking task but with
extra information available at search time.

The TREC 2004 instantiation of the track [1] provided
two different sources of additional information, metadata
supplied in the topic statement and information collected
from so-called clarification forms. There were five categories
of metadata: the (putative) user’s familiarity with the sub-
ject area specified as either little or much; the genre of the
documents sought specified as either news-report, opinion-
editorial, other, or any; the geographical location of the
source of the document (US, non-US, or any); a short free-
text description of the subject domain; and text from related
documents if available. Clarification forms were HTML-
based forms that contained a task for the user (in this case,
the TREC assessor) to perform. Track participants were free
to implement in the form any task they thought would help
retrieval, subject to the constraints that the assessor would
spend no more than three minutes per topic responding to
a form and the form had to be completely self-contained.
Examples of clarifying forms were asking the user to resolve
the senses of ambiguous topic words or obtaining relevance
judgments on terms or document snippets.

The track protocol required participants to perform base-
line runs using only the traditional topic statement. If de-
sired, they could then submit clarification forms to receive
the results of the assessor using the forms. Finally they per-
formed additional (non-baseline) runs using the metadata
from the extended topic statements and/or the clarification
form results. This protocol allowed direct comparison be-
tween standard and extended information runs for a single
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Figure 2: Effectiveness of top scoring runs submit-
ted to the TREC 2004 HARD track.

participant as well as comparisons among participants. Fig-
ure 2 gives a precision-recall graph of the top-performing
TREC 2004 HARD track runs including one baseline and
one additional run per top group. A pair of runs plotted
with the same symbol are a pair submitted by a single group.
Baseline runs are plotted using a dotted line, and additional
runs are plotted using a solid line.

In general (though not invariably) the additional infor-
mation did improve retrieval effectiveness over the corre-
sponding baseline run. But understanding what factors ac-
tually contributed to the improvement is difficult. There
are too few topics in a single metadata category (for ex-
ample, familiarity) to draw reliable conclusions regarding
category-specific retrieval techniques. Use of clarification
form data by researchers other than the original submitters
is complicated by needing to understand the specifics of the
forms and the inability to repeat the experiment with slight
variations. Little reuse means the costs of creating the re-
source is not leveraged over the wider community. Since the
construction of the HARD collection was already more ex-
pensive than standard Cranfield collections (the metadata
categories needed to be decided on and then topics created
that populated those categories; researchers needed to cre-
ate clarification forms and assessors had to fill them out),
the lack of reusability is a double penalty.

These were good attempts at defining a new evaluation
paradigm for interactive retrieval, though in the end neither
approach was as successful as hoped. The HARD track un-
derscores how a fairly small change in the amount of user in-
formation incorporated into the experimental design mush-
rooms into a much larger set of experimental conditions.
The number of topics needed to control for user variability
to reach reliable conclusions is truly daunting. I believe that
any new evaluation paradigm that attempts to encompass
all/most/many of the factors that can affect search behavior
is doomed to fail. Instead, like Cranfield, a successful new
paradigm will need a carefully defined abstract task that
models only a minimum of of critical features.
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ABSTRACT 

In experimental studies of search behaviors and evaluations of 

information retrieval systems, researchers generally assign search 

tasks to the subjects to perform. Since it can be expected that the 

tasks themselves will influence search behaviors and performance, 

we need to be able to construct tasks having particular attributes, 

knowing that our study findings can then be generalized to all 

search tasks having those attributes. In this paper, we report on an 

ongoing analysis of the search tasks that have been used in 

experimental search studies. We review a number of typologies of 

search tasks currently in use (complex vs. simple, specific vs. 

general, exploratory vs. lookup, and navigational vs. 

informational) and make recommendations for designing search 

tasks for use in future studies. 

Categories and Subject Descriptors 

H3.3. Information search and retrieval: Search process 

General Terms 

Experimentation 

Keywords 

Search tasks, Research design 

1. INTRODUCTION 
People’s search behaviors vary widely. It’s likely that some of this 

variation is not related to differences in the characteristics of 

individual searchers (e.g., domain knowledge or search expertise), 

but is instead due to differences in the goals that they are trying to 

achieve. In almost all cases, searches for information are under-

taken within the context of some other purpose, goal, or activity.  

In other words, the person’s search behaviors are situated within 

the context of performing some larger task [30, 33]. 

These embedding tasks may vary along a number of dimensions, 

including their complexity, structure, and granularity. For 

example, consider the difference between the complex and 

amorphous task of completing a dissertation and the simple and 

well-structured task of locating the address of a local store. While 

it is important to understand the characteristics of these tasks, by 

which people’s search behaviors are motivated [8, 29], it is also 

important to focus on the attributes of the search tasks1 

themselves, and how those attributes can affect search behaviors. 

In particular, it is important to understand the potential influence 

of the search tasks assigned to research subjects when studying 

search behaviors and evaluating information retrieval (IR) 

systems. Naturalistic studies are intended to observe real people 

searching in order to complete real tasks; however, experimental 

studies are intended to isolate particular effects on user behaviors. 

Because of this desire for control in experimental studies, 

researchers usually assign search tasks, either controlling the task 

effect by assigning the same tasks to all the subjects or 

manipulating it as an independent variable. Most studies to date 

have opted for control over manipulation, but in either case, 

researchers are handicapped by our lack of understanding of the 

influence of the search task on the study findings. Given that 

search tasks can vary along many dimensions, findings may be 

valid for a particular set of tasks, but we do not know to which 

additional tasks they may be validly applied. 

In order to make additional progress in experimental studies, we 

need to gain a better understanding of search tasks and their 

effects.  We need to be able to construct tasks having particular 

attributes, knowing that our findings can then be generalized to all 

search tasks having those attributes. To this end, we are collecting 

and analyzing the search tasks that have been used in experimen-

tal search studies.2 This paper is proposed as a starting point for 

gaining an understanding of these tasks. We will briefly review a 

selection of studies and compare the ways in which search tasks 

have been categorized in those studies. We will conclude with 

suggestions for moving forward on this research agenda. 

2. TYPES OF SEARCH TASKS 
When designing a study of search behaviors, the researcher needs 

to decide how much control to exert over the search tasks. At one 

end of the spectrum, the study subject is allowed to search on 

tasks of personal interest (i.e., the tasks are fully self-generated [3] 

or natural [30]). At the other end, the tasks are fully specified by 

the researcher. Some studies use a combination of tasks generated 

                                                                 

1
 In this paper, the term, search tasks, will be used to designate the goal(s) 

to be achieved in a specific search situation. They are distinguished from 
the more general (work-related or other) tasks that have motivated the 

search. This distinction is explained in more detail by Byström and 

Hansen (2005). 

2
 So far, we have collected over 223 descriptions of tasks from 79 

empirical studies and conceptual papers. In addition, we are examining 
conceptual papers discussing search tasks. 
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by the researchers and tasks generated or modified by the subjects 

[28]. In this discussion, we are concerned only with the tasks 

generated and assigned by researchers.  

In some past studies, the researchers have not specified the 

attributes of the assigned search tasks. In other studies, the 

researchers have described or categorized the tasks in some way 

(e.g., as complex, simple, known-item, factual, exploratory, 

navigational, or informational [18]). Attempts to integrate these 

typologies include Bilal’s [3] integration of open- and closed-

ended tasks with complex and simple tasks; Li and Belkin’s [22] 

faceted classification of tasks; and Jansen, Booth, and Spink’s 

[16] investigation of Broder’s [6] original typology of Web search 

tasks as information, navigational, or transactional. This section 

will discuss some of the ways in which search tasks have been 

categorized in recent studies of search behaviors, providing 

specific examples of each. This review of varying typologies of 

search tasks is meant to be suggestive of future research 

directions, rather than exhaustive. 

2.1 Task Attributes Not Specified 
In many studies, assigned search tasks are clearly described and, 

possibly, the full text of the search tasks is provided, yet the tasks 

are not categorized as being of a certain type. For example, in 

Woodruff et al.’s [34] comparison of three types of thumbnails 

during Web searches, the researchers developed and assigned 

search tasks that were “much like typical Web search tasks” 

(p.176). The 12 search tasks covered four areas: picture, 

homepage, e-commerce, and side effects. These groupings may be 

interpreted as connoting the topic of the search; for example, the 

side effects category included the search task, “Find at least three 

side effects of Halcion” (p.177). 

Other authors might have categorized these search tasks 

differently. For example, the Halcion example might be classified 

as a complex search task, since it is likely that the searcher will 

need to consult several different Web pages to find multiple side 

effects. It might also be classified as a factual search task, since 

facts are the end point of the search process. 

2.2 Complex vs. Simple Tasks 
Complexity is the most commonly manipulated attribute of search 

tasks, although it has been defined and operationalized in many 

different ways [29]. Unlike other more discrete variables, 

complexity tends to be treated as an aggregate of one or more of 

the following task characteristics: structure [21, 26], certainty or a 

priori determinability [1, 7, 8, 10], number of facets [11, 2], 

length of the search path [11, 14],  cognitive effort [2, 11] and 

topic familiarity [2, 7]. 

As an example of studies of task complexity, Bell and Ruthven [1] 

undertook a study that drew upon earlier work by Byström [8] and 

Campbell [10].  They developed sets of three tasks on the same 

topics but at differing levels of complexity by manipulating the 

degree of uncertainty. For the most complex task, “it is unclear 

what information is being sought, how to obtain relevant 

information, and how the searcher will know they have found 

relevant information” (p.61). For example, one of the low 

complexity task scenarios asks the searcher to “find out how the 

price of petrol in the UK has changed in recent years,” while the 

corresponding high complexity task asks the searcher to “find out 

how and why petrol prices vary worldwide” (p.62). 

The broad range of conceptualizations of complexity can be seen 

by comparing Bell and Ruthven’s most complex task example 

with that of the most complex task assigned by Browne, Pitts and 

Wetherbe [7]. They also assigned tasks at three levels of 

complexity, and the most complex was to find a map of a little-

known battlefield. While this task proved to be relatively 

difficulty to perform, by many definitions of complexity, it is 

simpler than the simple tasks assigned by Bell and Ruthven [1]. 

2.3 Specific vs. General Tasks 
The specificity of the assigned search tasks is another task 

attribute that researchers have manipulated. Across studies, 

“specific” tasks tend to have more clearly defined goals than 

“general” tasks. Specific tasks may be equated with known-item 

search tasks (e.g., in [19]), factual tasks (e.g., in [14]), or simple 

lookup tasks (e.g., in [11, 13]). 

Rouet [25] focused a study on the effects of task specificity on 

searching behaviors. The specific search tasks were defined as 

asking the study subjects to “locate one piece of information” 

(p.415); an example is, “Which authors have provided the first 

clinical descriptions of anorexia”?, to be searched in a hypertext 

document on anorexia. The general search tasks were defined as 

requiring “the reading and integration of 2-5 separate passages” 

from the hypertext document; an example is, “What treatments 

[for anorexia] may be suggested, and what are their effects?” 

While it is certainly appropriate to describe these two types of 

search tasks as specific and general, other researchers might have 

described them as simple and complex. 

2.4 Exploratory vs. Lookup Tasks 
Over the past several years, interest in exploratory search 

behaviors has increased. Users conducting exploratory searches 

are likely to “submit a tentative query and take things from there, 

exploring the retrieved information, selectively seeking and 

passively obtaining cues about where the next steps lie” [31, 

p.38]. Exploratory searching is defined as searching that supports 

learning, investigating, comparison, or discovery [20, 24]. It is 

contrasted with lookup tasks, which are oriented toward finding 

particular facts or answering specific questions. There is some 

evidence that this contrast is perceived by searchers as well as 

researchers, as found by Kules and Capra [20]. 

White and Marchionini [32] incorporated both exploratory and 

lookup tasks in their study of a new approach to query expansion. 

An example of a lookup task was, “You are doing some research 

for a term paper you are writing and need to find the name of the 

first woman to travel in space and her age at the time of her 

flight”; an example of an exploratory task was, “You are about to 

depart on a short-tour along the west coast of Italy. The agenda 

includes a visit to the country’s capital, Rome, during which you 

hope to find time to pursue your interest in modern art. However, 

you have recently been told that time in the city is limited and you 

want information that allows you to choose a gallery to visit” 

(p.689).  Interest in exploratory search behaviors and retrieval 

systems that can better support exploratory search is likely to 

continue. While Kules and Capra [20] have made a significant 

contribution in this direction, additional studies are needed to 

more clearly conceptualize and define exploratory search tasks. 

2.5 Transactional vs. Navigational vs. 

Informational Tasks 
The types of tasks already discussed are intended to represent 

people’s information needs [15, Fig.6.8]; they all assume that a 

person searches because that person needs to find information for 

a particular purpose. Broder [6] argues that, with the advent of 
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Web searching, we need to broaden our perspective. In addition to 

informational tasks, people also may be using the Web to 

accomplish navigational or transactional tasks. While the purpose 

of an informational task is to acquire some information, the 

purpose of a navigational task is “to reach a particular site” and 

the purpose of a transactional task is “to perform some web-

mediated activity” (p.5). Examining query logs from AltaVista, 

Broder found that about 48% of Web queries were informational, 

while 20% were navigational and 30% were transactional. Jansen, 

Booth, and Spink [16] followed up on Broder’s work with an 

attempt to automatically classify Web queries into Broder’s three 

types. In addition, they provided a more fine-grained analysis of 

Broder’s three types of Web queries. 

This classification of pre-existing Web queries is now beginning 

to serve as an empirical basis for studies in which search tasks are 

designed and assigned to study subjects. For example, Lorigo et 

al. [23] assigned five navigational tasks and five informational 

tasks to their subjects in a study of subjects’ behaviors during 

searching and review of results, and Joachims et al. [17] assigned 

the same 10 tasks to their subjects in a study of the implicit 

feedback provided by user clicking behavior. An example 

navigational task was, “Find the homepage for graduate housing 

at Carnegie Mellon University”; an example informational task 

was, “What is the name of the researcher who discovered the first 

modern antibiotic?” (p.6). All of the questions are also depicted as 

closed-ended, and so did not cover the full range of informational 

search tasks described in the previous sections. 

This typology was useful in developing the two example studies 

described. However, neither study incorporated transactional 

tasks. In addition, the findings cannot be generalized to all types 

of informational tasks because only a homogeneous set of 

straightforward factual search tasks were assigned. 

2.6 What We Can Learn from the Current 

Task Typologies 
The few typologies discussed in this paper include those that have 

been repeatedly used in studies of search behaviors over several 

decades of research. They can be interpreted as the research 

community’s common-sense understanding of what’s important 

about search tasks. Thus, we have some sense of the directions 

that we need to pursue in terms of improving our understanding of 

search tasks. 

While there is some consensus about which attributes of search 

tasks are most important, there is no consensus about how those 

attributes should be defined and operationalized. A task that is 

categorized as simple by one researcher might be categorized as 

specific by another. A task that is categorized as a lookup task by 

one researcher might be categorized as an informational task by 

another. Furthermore, tasks used to operationalize one variable 

may have additional attributes not accounted for in the study 

design, which may confound the results. If we ever want to 

compare results across studies, we must improve our 

understanding of the search tasks in use as either control variables 

or independent variables. 

The task attribute that has garnered the most investigation is task 

complexity. There have been a number of studies that compare 

simple tasks with those that are more complex, but there are 

additional task attributes that warrant consideration. These include 

the topic, domain or subject area of a search task [27, and the 

informational goal, whether it be to learn about something, make a 

decision, solve a problem, etc. 

3. RECOMMENDATIONS FOR 

DEVELOPING SEARCH TASKS 
Ideally, researchers will develop search tasks that are realistic and 

that appropriately motivate the study subjects to perform a 

realistic search. Thus, a logical starting point is to elicit real-life 

situations and task cases from the population of interest [9, 12] or 

mine existing transaction logs [20]. From these stories of real 

tasks and the searches they engendered, the researcher can 

develop search tasks that simulate realistic situations.  

Using simulated situations to present search tasks, as defined by 

Borlund [4, 5], increases the validity of the search tasks by 

decreasing their artificiality. Borlund suggests that simulated 

situations be made up of two parts: the simulated work task 

situation and the indicative request. Byström and Hansen [9] go 

into even more detail, recommending that three levels of 

description should be used to specify a search task: a contextual 

description, a situational description, and a topical description and 

query. Within the context of a study of search behaviors, the 

simulated situations are “meant to trigger individual information 

problems in test persons in a controlled manner” [15, p.284]. The 

recommendations of these scholars are consistent, in that they all 

encourage the inclusion of contextual information in the 

specification of a search task.  As search task descriptions become 

increasingly detailed, it is important to validate the effect of 

search tasks through pre-testing and/or by collecting user 

feedback during the study. Given that the construction and 

validation of robust contextualized tasks is challenging, 

researchers should consider the option of sharing, reusing and/or 

customizing existing tasks.  

In addition, in order to effectively evaluate interactive IR systems, 

it will be necessary to develop more complex search tasks and 

more exploratory search tasks. Many IR researchers want to 

design systems that support a broader range of activities – both 

more complex activities and ongoing activities. Thus, we need to 

understand how to develop search tasks that can support experi-

mental research and system evaluation in more realistic contexts. 

Two recent articles suggest approaches to this problem. Kules and 

Capra [20] designed a template for developing exploratory tasks. 

The situation specified in the template was a search conducted 

while writing a paper for a class, with the search to be conducted 

on the university’s library catalog. While specific to their study, 

it’s easy to imagine that similar templates might be developed for 

other situations. Taking a different approach, Li and Belkin [22] 

identified and developed a taxonomy of the attributes of tasks 

(including both work tasks and search tasks). The taxonomy 

includes both generic facets of tasks (e.g., source, time-related 

attributes, and goals) and common attributes of tasks (e.g., 

complexity, difficulty, and urgency. As researchers develop 

search tasks, they can use this taxonomy to specify the task 

attributes of interest for a particular study. 

While we need additional research to fully understand which 

attributes of tasks have an important effect on search behaviors, 

we can and should improve the research base now by more 

carefully documenting the attributes of the search tasks assigned 

to research subjects. In each paper, the researcher should indicate 

which attributes of the search tasks are most salient. These 

attributes should then be defined and their operationalization 

should be described. For example, a study might investigate the 

search behaviors associated with different levels of task 

complexity. The researcher’s definition of complexity should be 
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documented, and how different levels of complexity were 

incorporate into the search tasks should be clearly explained. Only 

with such clear specification of our research methods can we gain 

leverage on understanding the effects of search tasks on search 

behaviors. 

To contribute to the improvement of experimental methods for 

studying search behaviors, we are initiating a project that will 

compile and analyze studies employing assigned search tasks. 

From each study, we are capturing the way in which the search 

tasks are categorized or defined (if they are), as well as the full 

text of the search tasks themselves. Through this analysis, we 

hope to be able to more accurately describe the search tasks that 

have been used in past studies, as well as define the attributes of 

search tasks which are most likely to influence the outcomes of 

future studies. 
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ABSTRACT
There are two promising answers to the classic information over-
load problem: (1) personalized search and (2) exploratory search.
Personalized search stresses more on the algorithmic side and the
exploratory search pays more attention on the user interface to help
users to achieve better search results. We believe that by combining
these two approaches, we can provide users with a better solution
than the old ranked list based interaction mechanism of personal-
ized search. This paper proposes to incorporate interactive visual-
ization into personalized search. We extended a well known visu-
alization method called VIBE (Visual Information Browsing Envi-
ronment) to visualize user models and then incorporated it into the
personalized search framework. We expect our approach will be
able to help users to better explore the information space and locate
relevant information more efficiently. Here, we showed the concept
and the potential of this adaptive visualization method. We also
introduced a new prototypical personalized search system and its
interaction model implementing the adaptive visualization idea.

1. INTRODUCTION
The information overload problem has been one of the major

motivations of the information retrieval community. A lot of effec-
tive methodologies and algorithms have been designed to help users
to locate relevant information from the massive pool of candidate
documents. Yet the Web constantly pose new challenges to the re-
searchers. Nowadays, when the Web emerged as a universal source
of information, a range of problems, which users attempt to solve
using the Web expanded as well. More and more frequently people
use the Web for exploratory search tasks, which required multiple
searches and complex processing of information. Since search en-
gines or traditional search tools provided by industry are found not
to be adequate to support exploratory search, researchers explored
a range of alternative solutions such as (1) personalized search [5]
and (2) exploratory search interfaces (or interactive search) [4].
Personalized search applies artificial intelligence to attract user at-
tention to most relevant results, while exploratory search interfaces
attempt to empower human’s own intelligence by providing more
interactive and expressive user interfaces so that they can reach bet-
ter search results.

While these approaches are typically considered as alternatives,
they are really complementary. We believe that both personal-
ized search and exploratory search interfaces can benefit from each
other. In particular, most of personalized searching algorithms are
still relying on query-ranked list model. Despite the simplicity and
straightforwardness of this model, we still see the potential of a
more advanced user interface with which users can better under-
stand what is happening inside the search engine and eventually
contribute to improving the search results. We expect to improve

the performance and the transparency of personalized IR systems
by providing a more dynamic and flexible interaction model be-
tween the system and the users, which is typical for exploratory
search interfaces.

We propose to incorporate interactive visualization into person-
alized search in order to achieve this goal. By combining the per-
sonalized search and the interactive visualization, we expect our
approach will be able to help users to better explore the informa-
tion space and locate relevant information more efficiently. We ex-
tended a well-known visualization framework called VIBE (Visual
Information Browsing Environment) [6] so that it can visualize the
user models and the personalized search results. Beyond the past
studies [1, 2] that have found some potentials of this adaptive vi-
sualization method, we are planning to conduct a full-scale user
study to investigate its strengths and weaknesses. This paper intro-
duces the visualization-based personalized IR idea (section 2) and
the preliminary experiment results (section 3), and then describes
the details of our prototypical personalized search system (section
4) and its interaction model constructed for the future user study.

2. VISUALIZING USER MODELS FOR PER-
SONALIZED SEARCH

2.1 VIBE – the foundation visualization model
VIBE (Visual Information Browsing Environment) is a relevance-

based visualization method developed at Molde College and the
University of Pittsburgh [6]. It displays a number of documents
and determines their positions by their similarity ratios to a group
of reference points called POIs (Point of Interest). Therefore, if a
document has a similarity score 0.2 to POIa and 0.8 to POIb, then
it is placed on a position four times closer to POIb due to its four
times bigger similarity value. It can visualize more than just two
POIs, so that users can investigate the relationships among multiple
reference points (POIs) and the documents (See Figure 1 and 2 as
examples).

The most general idea to apply the VIBE visualization to IR may
be defining the query terms as POIs and visualize them with the re-
trieved documents. However, all the POIs are treated equally in
terms of their dimensions in this idea. This is a shortcoming when
we consider multiple groups of POIs that represent different layers
of meanings. For example, if we want to define POIs that repre-
sent user interests estimated by the system, we need to differentiate
them from the queries directly entered by the users. However, tra-
ditional VIBE cannot handle this difference. Therefore, we raised a
simple idea that can overcome this shortcoming – by spatially and
visually separating two POI groups. Page 22 of 122



Figure 1: Adaptive VIBE layouts – showing three layouts. Yellow (CONVICT and PARDON) and blue (YEAR, POPE, and so on)
POIs are query terms and user model keywords respectively. White squares are retrieved documents.

2.2 Adaptive VIBE – extension of VIBE for
user model visualization

VIBE-based IR visualization approaches usually used a radial
layout for their initial placement of POIs (Figure 1a). Like a round
table, all POIs are equal in this idea. However, in our application,
where we want to visualize the personalized search result, we need
to discriminate the documents retrieved by the user model and by
the user queries. We wanted to let users know which documents
were more affected by the user models than the query terms, or
vice versa. We could achieve this discrimination by separating the
groups of POIs spatially on the screen. Figure 1 shows an exam-
ple. In addition to the traditional layout Radial (a), we defined two
new layouts called Hemisphere (b) and Parallel (c). The two latter
layouts try to locate two groups of POIs – query and user model
POIs – in horizontally separate places and then break up the spaces
between two groups. By this POI group separation, the documents
under the effect of each group are separated spatially again and the
users can easily investigate each cluster of documents to find out
relevant information. The difference between the two are whether
the separation is bigger (Parallel) or moderate (Hemisphere). In
addition to the location, we could use different color codes for two
groups. In the figure, the query terms and the user model keywords
were painted in yellow and blue respectively.

The Radial layout (a) is identical with the non-adaptive VIBE
except the color coding. By comparing it with (b) or (c), we can
understand the advantage of Adaptive VIBE. The documents are
mostly cluttered around the center and it is hard to see the about-
ness of the documents to the POIs, especially hard to catch whether
they are more about the query or more about the user model. How-
ever, in the layout (b) and (c) we can clearly separate the document
groups by whether they are closer (in terms of location as well as
meaning) to the query (yellow POIs) or the user model (blue POIs).
In the Hemisphere layout (b), there still remains a bit of the clutter
as in the Radial layout whereas the clutter is almost disappeared in
the Parallel layout (c). However, we can still see the advantage of
the Hemisphere layout, because it is easier to find the difference
within each POI group (user model or query POIs). For example, it
is easier to find out documents closer to POPE than RUSSIA in the
Hemisphere rather than in the Parallel layout.

3. PRELIMINARY EXPERIMENTS
In order to test if the idea described in the previous section can

really benefit the personalized IR, we conducted an experiment [2].
The experiment was feasible with an existing dataset generated
from our previous text-based personalized search study [3]. We
had built a task-based personalized IR system and conducted a user
study, where the subjects were asked to search for a specific infor-

mation while the system built user models and tried to help users to
find relevant information using the user models. Because all the ac-
tivities of the users and the system were recorded into the log files,
we could extract the core information of the search sessions such
as (1) user query (2) retrieved documents (with similarity scores)
(3) user model content, and then recreate the Adaptive VIBE visu-
alization replacing the textual ranked lists.

After recreating the visualization with the real data extracted
from the previous study, we were able to check if the simulated
visualization would be able to help the searcher. Figure 2 shows
one snapshot of the images generated in the experiment. Because
we were equipped with the tasks to be solved by the subjects and
the groundtruth of the topics from the user study, we were able to
mark the relevant documents to the given topic and examine how
their spatial distributions look like. As can be seen in the figure,
there tended to appear clusters of relevant (green) and irrelevant
(red) documents. What is more interesting is, the relevant docu-
ment clusters were closer to the user model side (right hand side
according to our layout definitions) than the query side. This trend
became stronger as we used the Hemisphere, and then the Parallel
layouts. We were able to check this finding numerically by exam-
ining the centroid positions of the (ir)relevant document clusters.
Table 1 compares the x-coordinates of the cluster centroids by the
three layouts. It shows that the x-coordinates of the relevant docu-
ments were greater than those of the irrelevant document clusters,
and therefore they were closer to the user model because the user
models were placed in the right hand side of the screen. The dis-
tances between the centroids grew bigger in adaptive visualization
layouts (42.40 and 92.94 pixels with Hemisphere and Parallel re-
spectively) than the non-adaptive one (20.4 pixels). For more de-
tails about the experiment and additional analysis, please check [2].

Table 1: Comparison of relevant and irrelevant document clus-
ter centroid positions on the visualization (averages in pixel)

Radial Hemisphere Parallel
Relevant 304.3 337.7 300.9

Non-relevant 283.9 295.3 207.96
Difference 20.4 42.40 92.94

(relevant – irrelevant)

4. A PROTOTYPE SYSTEM

4.1 Adaptive Visualization
Encouraged by the preliminary experiment result, we decided to

incorporate Adaptive VIBE in a real personalized search system. Page 23 of 122



Figure 3: Prototype System User Interface – Visual TaskSieve (TaskSieve plus Adaptive VIBE)

Figure 2: Adaptive VIBE experiment – green and red squares
mean relevant/irrelevant documents.

Figure 3 is a screenshot of a prototypical personalized search sys-
tem called TaskSieve [3] empowered by Adaptive VIBE. TaskSieve
is a personalized search system with which the users can find out
relevant information following the information foraging and sense-
making process [7]. The users initiates searching by entering queries
but their search process gets enriched by the user models which
are constructed from the information foraging and the sensemaking
loops. The users can annotate interesting (relevant or informative)
evidences (or notes) they found into a special place called shoebox
(lower right corner of the screen). Their user models are extracted
from the content of the shoebox instantly and automatically, shown
in the form of cloud (upper right corner) and applied to the per-
sonalized search engine on the fly to update the list of retrieved
documents.

Adding Adaptive VIBE into TaskSieve (Visual TaskSieve), the
old textual ranked list was replaced with the Adaptive VIBE visu-
alization as shown in Figure 3 (occupying the biggest real estate of

the screen). User query and the user model is provided as POIs,
and the POI layouts described in section 2 are used to make the
visualization adaptive. The interaction models of the text-based
TaskSieve (a) and Visual TaskSieve (b) are compared in Figure 4.
Two models are almost identical except Visual TaskSieve makes
use of the visualization (green box) for representing the search re-
sults. In traditional IR models (including old TaskSieve), users ex-
amine the list of documents, their ranks, navigate across pages, and
then find out relevant documents to improve the initial search re-
sults. In the Visual TaskSieve model, however, we present the re-
trieved documents visually and users examine them spatially and
interactively. The following sections describe the spatial interac-
tion model of Visual TaskSieve.

4.2 Spatial User Interaction on Retrieval Re-
sults

The evolution from the textual ranked list to the spatial visual-
ization changes the way of user interaction too. Users are provided
with very limited information about the retrieved documents from
the ranked lists, their vertical positions in the list. However, spatial
visualizations such as VIBE and Adaptive VIBE added more di-
mensions and users can learn the aboutness of the documents to the
reference points (POI) and their search context (personalization).
As the spatial distribution of the retrieved documents became im-
portant, we added a couple of tools to better support the spatial
examination of the documents and feedbacks.

Spatial filtering of retrieved documents – Users can select (or
filter) documents spatially on the visualization using a marquee
tool. Detailed information such as titles, surrogates, and the links
to the fulltext of the selected documents are displayed. The red-
colored documents (squares) in Figure 3 are the examples of the
selected documents using the marquee tool and their information is
shown below the visualization. Because spatial distribution of the
documents is tightly connected to the aboutness of the documents Page 24 of 122



Figure 4: Comparing the interaction models of TaskSieve and Visual TaskSieve

(more about UM, query, or a specific POI), this selection tool can
let users more promptly learn the contexts of the retrieved docu-
ments.

Linking POI and document filtering by a double slider – Users
can directly point a POI and filter related documents to the POI
(and select/see the detailed information of the documents). They
can specify the lower and upper similarity threshold of the docu-
ments to the POI using a double slider (Figure 5). This function
plays a similar role with the marquee selection, but is expected to
help users to select documents more precisely in a reverse direction,
from a POI to documents.

Figure 5: Selecting documents from a POI: users can set the
low and high similarity thresholds of the documents to be se-
lected using the double slider

POI dock – Sometimes, too many POIs at the same time on the
screen can make users feel lost and frustrated. However, we cannot
just limit the amount of information that users can access. There-
fore, we added a special area where some POIs are temporarily
moved out so that their effects on the visualization are disabled.
We call it as a POI dock, which is shown in Figure 3 next to the
user model POIs. Users can drag POIs to/from this area and inter-
actively examine the effect of each POI they are interested.

4.3 Concept Level User Modeling and POI Ex-
traction

In our previous studies, the elements of the user models were al-
ways keywords (or terms). Even though the keyword-based user
models were working relatively good, we expect concept-based
user models would help users better than the simple keywords.
Therefore, we are devising ideas to realize the concept-based user
models in our current Visual TaskSieve system. We can extract
named-entities from the retrieved (or selected) documents and use
them as user model elements, and show them as POIs on the vi-
sualization. In Figure 4, the user can examine the NEs from the
retrieved documents in the cloud form (below middle), and then
they can pick and add some of them as POIs to the visualization.

5. CONCLUSIONS
This paper showed our ongoing effort to incorporate adaptive

visualization into personalized search. We have extended a well
known VIBE visualization algorithm for adaptive visualization and
have investigated its effectiveness. We are constructing a full-fledged
prototype personalized IR system that supports the adaptive VIBE
visualization. We showed the details of the idea and the prototype
as well as the preliminary experimental results. We are planning to
finish the construction of the system soon and conduct a full-scale
user study in order to learn the strengths and the shortcomings of
our visual IR idea.
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ABSTRACT
One of the main aims of the PuppyIR project is to provide
an open source framework for the development of Interac-
tive Information Retrieval Services. The main focus of the
project is directed towards developing such services for chil-
dren, which introduces a number of novel and challenging
issues to address (such as language development, security,
moderation, etc).

In this poster paper, we outline the preliminary high-level
design of the open source framework. The framework uses
a layered architecture to minimize dependencies between
the user-side concerns of interaction and presentation, and
the system-side concerns of aggregating content from multi-
ple sources and processing information appropriately. Each
layer will consist of a series of interchangeable components,
which can be interconnected to form a complete service. To
facilitate the construction of diverse information services, a
dataflow language is proposed to enable the assembly of the
components in an intuitive and visual manner. One of the
the design goals of the architecture, and ultimate measures
of success, is to provide a “lego” style building block envi-
ronment in which researchers and developers of any age can
build their own information service.

This poster provides the starting point for the design of
the framework and aims to seek comments, feedback and
suggestions from the community in order to improve and
refine the architecture.

1. INTRODUCTION
Today children are exploring the Internet from a very early

age. However, much of the content and services available on
the Internet have been designed for adults. And so while
many children actually possess better computing skills than
their parents, they are also left vulnerable to the darker side
of the net (in the worst case) or overwhelmed and over-
loaded when searching for information available online [7].
Furthermore, they also have to interact and engage with
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systems and tools that are not specifically designed to con-
sider or develop their cognitive, emotional and intellectual
abilities [3].

Consequently, many children experience difficulties during
information seeking, as they have to contend with a number
of challenges: non-intuitive search interfaces; unmoderated
and unverified content; language and understanding issues;
and structured and prescribed interaction styles. In order
to help children effectively, efficiently and enjoyably engage
with information, entertainment, friends, and so forth on-
line, it is important to provide access to such information
services in ways that are consistent with their learning, cog-
nitive development and curriculum [3]. To support the in-
vestigation of such challenges, the PuppyIR project aims to
provide the infrastructure to construct and build interactive
information services using an open source framework.

The remainder of the poster is as follows: In the next
section we discuss the aims of the PuppyIR project, then we
outline the high-level design of the open source framework,
before providing an example of constructing an information
service. Finally, we conclude with a brief summary.

2. PUPPYIR PROJECT
PuppyIR1 is an European Union project that is funded

under the European Community’s Seventh Framework Pro-
gramme. The project will run over the next three years and
involves seven partners from within European Union. The
aims of the project are as follows:

1. Investigation and promotion of new interaction paradigms
for children’s access systems.

2. A number of interrelated research questions will be ad-
dressed that contribute to the interaction of children
with information services. The focus will be on presen-
tation, mining and language issues for the appropriate
development of these information services.

3. An open source framework will be created to support
the development of common interchangeable compo-
nents to support the realization of information services
for children.

4. Identification of appropriate evaluation measures and
develops an evaluation framework for information ser-
vices for children.

1http://www.puppyir.eu/
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In this poster paper, we shall focus on the 3rd aim of this
ambitious and exciting project and outline the preliminary
design for the high level architecture of the PuppyIR Open
Source Framework, as a way to open up the project to the
wider community and seek input and feedback on the design
and architecture.

3. OPEN SOURCE FRAMEWORK DESIGN
One of the main design goals of this project is to create

an open source framework that supports the rapid devel-
opment of child-friendly Interactive Information Retrieval
(IIR) services. The provision of such a framework enables
both system developers and researchers to design and cre-
ate different types of IIR systems using a common library
of components and configurations, and to do so quickly and
cost-effectively.

With that in mind, the PuppyIR Open Source Frame-
work (PIR-OSF) aims to deliver an open, reconfigurable and
reusable software framework. It avoids unnecessary dupli-
cation of effort and allows for rapid development of multiple
independent IIR services. Finally it provides an effective
evaluation environment for ongoing HCI and IR research,
based around an open and common toolset.

To achieve these aims, the design of PIR-OSF establishes
three fundamental abstractions for modeling a generic IIR
service:

1. Layered Architecture: provides the separation of
concern between the common aspects of an IIR ser-
vice (information sources, information processing, vi-
sualization and interaction) that enables multiple en-
vironments and application scenarios to be addressed
using a single framework.

2. Rich Information Objects: a flexible abstraction
for any type of information content (text, images, au-
dio, movie, mixed, etc.) and its accompanying meta-
data required by an IIR service.

3. Dataflow Language for Information Processing:
allow both users and developers to reuse, visually re-
configure alternative information processing networks
to deliver the most appropriate information.

The following sections discuss these abstractions and their
implications upon the design of the PIR-OSF.

3.1 Layered Architecture
In its most basic form, an IIR service allows users to inter-

act by submitting their queries, then presenting them with
the static results (e.g. via a search engine) or a stream of
information (e.g. a RSS feed) using an appropriate form of
presentation. The architecture of the PIR-OSF represents
this high-level system view using a series of independent,
stacked layers.

This design decision reflects the different requirements of
building information services for multiple environments and
application scenarios. More fundamentally, it recognizes the
close relationship that exists between human-computer in-
teraction and information retrieval. By providing a com-
mon framework, researchers from both fields can conduct
research within their appropriate layer(s) and reuse compo-
nents from a pre-existing library built by others. Thus, the
entry barrier to building a complete system is dramatically

lowered, reducing the effort for both systems’ designers and
the HCIR research communities.

A concrete illustration of the importance of a layered ar-
chitecture is to consider a unified museum guide for children.
Results of a query issued at a public static terminal or from
their own mobile device could be projected onto a nearby
wall-mounted display, taking advantage of the extra screen
space and perhaps touch-oriented interaction. Should no
display be nearby, the user could still use their mobile de-
vice, with the same underlying system, but the presentation
of and interaction with the results would be vastly different.
To accommodate these differences, a flexible architecture is
essential. Figure 1 shows the layered architecture of PIR-
OSF. A conceptual divide separates the lower system-side
layers from the upper user-side layers.

Information Content Processing

Information Services

Content Space

Interaction

Presentation

VisualiztationLayout

user

system

Figure 1: Layered architecture of the PuppyIR
Open Source Framework

System-side Layers: At the bottom of the stack, the
Content Space layer represents all of the potential informa-
tion sources that are indexed and made available to the rest
of a system. The Information Services layer encompasses the
various interfaces to online services, such as Google, Yahoo,
Bing, Youtube, Flickr, Twitter (uncooperative services) and
so on, as well as content indexed by offline services such
as Lemur, Lucene and Terrier (cooperative services). This
layer is responsible for using the respective API of each ser-
vice and specifies the interface for creating result wrappers
for each service, such that results can be returned as collec-
tions or streams of Rich Information Objects (RIO).

The Information Content Processing layer manipulates
the RIOs by passing them through a network of linked com-
ponents called Information Content Processors (ICP), con-
figured using a dataflow-oriented approach. For example, a
typical ICP may moderate the content of a RIO and return
the modified result for further processing. More complex
ICPs may act as aggregators and distributors of multiple
RIOs, as shown in Fig. 2. Alternatively, two summarizer
ICPs could be evaluated by swapping them into the same
ICP network, without changing any other aspect of the con-
figuration. This networked aspect provides complete flexi-
bility with the configuration, making it suitable to develop
a wide range of systems.

User-side Layers: The upper layers relate to the user-
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Figure 2: Information Content Processor (ICP) con-
figurations

side concerns; how RIOs are presented, and how the user
can interact with the system in terms of query formulation
and interactive feedback. The Presentation layer deals with
the overall layout of containers of RIOs (e.g. a webpage
that has several blocks for separating image and textual re-
sults) and the visualization of RIOs within the containers
(e.g. a ranked list of results or a carousel of images). The
Interaction layer corresponds to the variety of modes and
modalities that a user may utilize when using the system,
ranging from the familiar textual and graphical interfaces,
onwards to more advanced speech, touch and tangible forms
of interaction.

3.2 Rich Information Objects
The RIO is an abstraction for all kinds of information that

an information service may produce or need to consume.
It exposes a public interface that allows the components of
PIR-OSF to inspect, manipulate, and exchange it with other
components. This abstraction also permits the creation of
new content types without needing to modify existing com-
ponents of the PIR-OSF. For example, new RIOs could be
created to mix multiple types of information together as re-
quired by a service.

Besides representing information, such as text, images
and movies (or combinations), each RIO contains metadata,
which either has been extracted from the information (e.g.
the title of a web page), or added by a component of PIR-
OSF as part of its processing (e.g. a readability rating).
The range of metadata is not fixed and is fully extensible
depending upon the system needs.

This approach is crucial to providing a common object
that all components can inspect, annotate, transform and
exchange. Whilst this type of information wrapping in-
evitably creates overhead costs in terms of time and space
when processing objects, it is crucial for the final systems
abstraction of PIR-OSF: the dataflow oriented approach to
processing RIOs.

3.3 Dataflow Language for Information Con-
tent Processing

Each service built using the PIR-OSF will have different
information processing needs. Since there are a lot of dif-
ferences between users and their specific needs, as they are
children (i.e. lots of variation in age, language skills and lan-
guage, knowledge, tastes, moods, etc), then the flexibility to
configure the information services is paramount. Example

information content processing units that will be provided
to support the information seeking of children will include:
moderation components which filter the content ensuring it
is suitable and/or appropriate; summarisation components
which will re-factor content to suit the child’s reading abil-
ity, classification components to aggregate and facet infor-
mation depending on their context. Consequently, the Pup-
pyIR project will focus on developing information processing
components which are designed for children.

The ability to chain together different ICPs is therefore
critical towards meeting the different IIR service require-
ments. One approach might be to treat the chaining of
ICPs as a pipe and filter architecture [6], however this re-
duces the configuration of ICPs to a single, serial pipeline
and does not allow a rich network of ICP components to be
assembled. Instead, PIR-OSF adopts a dataflow language
oriented-approach.

The essence of dataflow programming languages is that a
program can be expressed as a directed graph, with nodes
acting as primitive instructions (such as arithmetic and com-
parative operations) and directed arcs representing the data
dependencies between these instructions [5] (see Fig. 3).

X Y 10

+ /

*

C

A := X + Y
B := Y / 10
C := A * B

(a) (b)

Figure 3: A simple program (a) and its dataflow
equivalent (b)

Historically, dataflow languages have been closely linked
to visual programming, however the infancy of display and
interaction technology hampered their development [4]. With
advances in user interfaces, increasingly visual approaches
are being adopted for dataflow programming, e.g. the MIT
Scratch programming environment2, Apple’s Quartz Com-
poser3 for graphics programming and Yahoo! Pipes for mash-
ing web data together4. We adopt this approach for the
PIR-OSF, where ICPs replace the instructions and RIOs re-
place the data. There are three main justifications for using
this design choice:

Visualization: Early in the history of dataflow program-
ming, it was recognized that dataflow languages could be
easily adopted by novice users in order to communicate and
construct programs [1]. Given the intuitiveness of such lan-
guages, we envisage that not only could systems designers
easily (re)-configure the system using visual tools, but the
users themselves (in this case children) could become the de-
signers of their own information services; allowing them to
better fit their own individual information seeking behavior.

Parallelism: Dataflow programming was proposed as a

2http://scratch.mit.edu
3http://developer.apple.com/graphicsimaging/quartz
4http://pipes.yahoo.com/pipes
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solution to the von Neumann execution model, in which an
instruction can only be executed when the program counter
reaches it, even if it could be executed earlier. Many scenar-
ios exist where multiple sources of information can be ac-
cessed in parallel and concurrently processed without affect-
ing the final results. Given the importance of responsiveness
to the user experience [2], parallelism should be exploited.

Verifiability: As the development of any concurrent pro-
cess tends to be complicated, the use of dataflow program-
ming may help reduce this effort. Networks of ICPs, and the
flow of RIOs through them, can be formally modeled, simu-
lated and verified, before spending time and effort trying to
develop, debug and maintain a complex concurrent system.

4. DESIGNING AN INTERACTIVE INFOR-
MATION SERVICE WITH PIR-OSF

By way of illustration, we present the high-level design of
an IIR service using PIR-OSF. We focus mainly upon the
component interaction and the flow of information process-
ing for the system-side aspects of the IIR service. The user-
side aspects of the system, presentation and interaction, can
be assumed to take the form of a web page with aggregated
results (a page with a block reserved for web search results,
and another for combined image and video results).

Figure 4 shows the IIR service, with two independent ICP
networks configured, and the layered architecture overlaid
for reference. On the left-hand side, a simple single-path
network has been created. In it, a query is submitted, mod-
erated, then sent to the Google search engine using its API.
The results returned are wrapped into a set of RIOs at the
Information Services layer, before being passed through the
moderation and summarizer ICPs. This returns a modified
result set (RIO’) that can then be presented to the user.

Information
Services

Presentation

Content
Space

Information
Content

Processing

Interaction

YoutubeGoogle
Search

Flickr

Query

moderator

moderator

summarizer

wrapper

Query

Output

multisource

moderator

wrapper wrapper

moderatorrater

merge

Output

API API API

Figure 4: High-level design of a single IIR ser-
vice with two independent network configurations
of ICPs

In contrast, the right-hand side of Fig. 4 shows a more

complex network of ICPs. The query is passed through a
moderator ICP and a multi-source ICP, which can be con-
figured to distribute its input to multiple recipients (see dis-
tributor ICP in Fig. 2). In this case, it submits the same
query to both Flickr and Youtube. This returns two re-
sult sets, which are processed in parallel (one moderated for
adult content, whilst the other is ordered by ratings), then
merged together into a single result set for presentation to
the user. As the same query can be injected into both ICP
networks, output can be presented together to the user, in
the most appropriate form for the IIR service.

In this example trivial combinations of ICPs were used;
more complex networks could be created for specific IIR
services. By using a dataflow-oriented approach, IIR ser-
vices can more easily be reconfigured and customised by
both users and systems developers. Furthermore, this ap-
proach permits the evaluation of similar ICPs (e.g. two sum-
marizers), by swapping them into an active network, whilst
monitoring the user experience and response.

5. SUMMARY
In this poster paper, we have outlined the preliminary

high-level design of the PuppyIR Open Source Framework
for constructing information services. Key to the design is
the layered architecture used to assemble the desired service
functionality. This is underpinned by a dataflow language
that models the flow of Rich Information Objects through
a flexible network of Information Content Processors, from
the content space to the presentation layer. It is envisaged
that this plug and play architecture will enable the rapid
development of information services, whilst also being highly
extensible and configurable.
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ABSTRACT 
In this paper we report on a series of completed and ongoing 
experiments that involve the integration of fully automatic 
document classification techniques into an existing manually-
oriented document retrieval system. We take our primary findings 
as positions on the design of an interactive document classifier 
and retrieval tool.   
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1. INTRODUCTION 
In this paper we report on a series of completed and ongoing 
experiments that involve the integration of fully automatic 
document classification techniques into an existing manually-
oriented document retrieval system. We take our primary findings 
as positions on the design of an interactive document classifier 
and retrieval tool.  

The rest of this paper is split into three sections. Section 2 
contains background information and a brief technical overview 
of a document classification system used to report funding 
allocations across a range of research categories. Section 3 
outlines some of the formal system and user requirements that 
guided our integration of automatic classification techniques into 
an existing document classification system. In Section 4 we 
describe our positions on the design of an interactive document 
classification tool in terms of a functioning prototype that meets 
these requirements. 

2. The Research, Condition and Disease 
Categorization (RCDC) Initiative 
In 2006, the United States Congress mandated that the National 
Institutes of Health (NIH) establish a standardized, automated 
system for reporting its financial allocations to supported research 

areas, conditions, and disease categories. The RCDC system is the 
implementation of this mandate. 

It is implemented atop a vector space document retrieval model. 
Documents are preprocessed by a natural language processing 
module that extracts only those variations of term strings that 
correspond to concepts in the RCDC thesaurus. The RCDC 
thesaurus is a controlled medical ontology that draws from the 
Medical Subject Headings (MeSH)1  and CRISP2  databases, the 
National Cancer Institute thesaurus3 , the UMLS Metathesaurus4, 
and Jablonski’s Dictionary of Medical Acronyms and 
Abbreviations [1]. Documents are represented as weighted 
concept vectors where a frequency-based weighting scheme is 
applied to concept counts and then normalized such that all 
concept weights fall between 0 and 1. 

Definitions of funding areas are also represented as weighted 
concept vectors along with a similarity threshold, where the set of 
concepts and weights are determined by subject matter experts 
and refined in conjunction with ongoing reviews of the set of 
documents that are retrieved. Concept weights in definitions of 
funding categories range from -1 to 1, or may be designated as 
mandatory or excluded. From an information retrieval standpoint, 
funding area definitions are treated as query vectors and a 
measure of similarity between each query and each document 
vector is calculated. When the computed similarity is above 
threshold for a given query and document, that document is 
classified as belonging to the given funding category.  

The impetus for incorporating automatic document classification 
techniques into the RCDC system originated in response to the 
following specifications: 

1. a need to alleviate the manual effort required in 
developing and maintaining category definitions; 

                                                                 
1 http://www.nlm.nih.gov/mesh 
2 http://crisp.cit.nih.gov/crisp/CRISP_Help.help 
3 http://ncit.nci.nih.gov 
4 http://www.nlm.nih.gov/pubs/factsheets/umlsmeta.html 
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2. a desire to improve classification accuracy of selected 
existing categories; 

3. the ability to support ad hoc category definition and 
retrieval in real-time. 

In meeting these specifications, we were obligated to adhere to 
the conditions described in the following section. 

3. Development of Automated Classification 
Techniques 
Maintaining continuity with the existing RCDC system was a 
required condition for the integration of automated techniques 
into the grant categorization process. In terms of system 
requirements, this meant maintaining compatibility with the 
implemented vector space information retrieval model. Therefore, 
we restricted ourselves to linear classifiers, primarily linear 
support vector machines ([2], [3]), although experiments with 
linear perceptron show similar results ([4]). 

Within the current RCDC application, the definitions of funding 
categories (i.e., the set of query terms and their ranking) are as 
important to subject matter experts as the set of retrieved 
documents. In practical terms, this means that not only should the 
output of a trained classifier be interpretable, it must be editable 
as well. Specifically, users requested the ability to: 

1. limit the number of dimensions in the trained 
classification function; 

2. delete dimensions that are intuitively irrelevant; 

3. change the value of a dimension to match their 
intuitions about its relative importance; 

4. add dimensions that were not part of the automatically 
generated classification function. 

With regard to the documents retrieved or intended to be retrieved 
by a given query, users required the ability to indicate retrieval 
errors (false positives) and to augment the training data with 
externally labeled documents (false negatives) and incorporate 
these labels iteratively into the classifier’s training procedure. In 
light of this requirement, we found that users should be given 
feedback about the inherent separability of the documents they 
are trying to classify. We found such feedback useful in 
tempering expectations of the performance of the automatic 
classifier and helping users understand why classification 
accuracy varies for different funding categories. 

In the next section, we take the requirements above as our 
positions on the design of a document classification and retrieval 
tool that incorporates user interaction into the training procedure 
for an automatic classifier. 

4. Positions on Designing an Interactive 
Automatic Document Classification System 
In this section, we outline our positions on the design of an 
interactive document classification and retrieval tool that we 
prototyped for the RCDC project. Our positions are grounded in a 
series of experiments that measured classification accuracy for 
four categories – Lung Cancer, Breast Cancer, Prevention, and 
Orphan Drug. The data consisted of about 25,000 labeled grants 

that were funded by NIH in 2008 (a subset of about 80,000 total 
applications funded for the year). 

4.1 Users must be able to edit the trained 
classification function. 
In an interactive document classification system, the trained 
classification function must be interpretable by users. By default, 
linear classifiers like perceptron or SVM produce as output a 
weighted list of all (or nearly all, in the case of SVM) of the input 
dimensions. In our case, this vector typically contained around 
20,000 dimensions, which is too many for a user to make sense 
of. Therefore, the first step we took in producing a human-
interpretable classification function was to limit the number of 
dimensions over which the classifier operated. We evaluated 
several techniques for restricting the dimensionality of the 
training data and found that a simple, two-pass strategy worked as 
good as anything: 

1. Train the classifier on the full-dimensional data set. 

2. Remove all but the top-n ranked dimensions in the 
output function from each item in the data set. 

3. Retrain the classifier on the n-dimensional data set. 

Happily, the optimal number of dimensions in our classification 
tasks turned out to be quite small (around 25-100 dimensions) 
relative to the dimensionality of the original data set. Another 
simple and effective way to restrict the dimensionality of the 
trained classification function is to remove low-ranked features 
from the data set before initially training the classifier (i.e., 
remove terms from a document vector if their weight is below 
some threshold). 

 

Figure 1. Screenshot illustrating functionality to edit the 
trained classification function by deleting features or changing 
their weights. 

Even after limiting the number of features in the classification 
function, some items remain which are unacceptable to users’ 
intuitions about whether they belong. For example, if a number of 
Lung Cancer grants originated from the N.C. Cancer Hospital, it 
is possible that a term like “North Carolina” would be heavily 
weighted in the resulting classification function. However, a user 
might feel that this term is inappropriate for a query intended to 
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define Lung Cancer grants in general. Therefore, our prototype 
allows users to indicate that particular features should be excluded 
from the training data. 

Figure 1 shows a screenshot of a prototype application that 
illustrates this functionality. The primary view in Figure 1 
contains a set of weighted features which represent the decision 
boundary for a sample document category. In this illustration, the 
two blue highlighted terms have been selected by the user for 
removal from the classification function. The highlighted features 
will be removed from the training data prior to retraining the 
classifier, and in essence become inactive for any future data 
points that may contain them. We found that allowing users to 
selectively remove unwanted features from the training data 
generally has very little impact on classification accuracy and 
occasionally improves it. 

Sometimes users want to override automatically computed 
weights for a given feature, usually because they feel that it merits 
a higher weight than the classifier assigned it. The problem with 
attempting to manually adjust feature weights is that they are 
likely to change with the next training cycle. Our solution to this 
requirement has been to store user-modified concepts separately, 
train the classifier, and overwrite those user-modified concepts 
before the classification stage. In Figure 1, the weight of the last 
term shown (“Tumor Tissue”) has been overridden by the user to 
1.0 and is depicted in red font. 

Another way to allow users to interactively modify classifier 
output is to allow them to apply the classifier to an unlabeled or 
partially labeled document set. The documents that are returned 
can be designated by the user as positive or negative examples 
and incorporated into retraining the classifier (Figure 2). 

 

Figure 2. Using document relevance feedback to relearn the 
decision boundary. 

4.2 Users must be given feedback on the 
inherent separability of their data set. 

We sometimes observed users trying to distinguish document 
classes that are at best poorly separable over the given feature 
representation. For example, a category like Orphan Drug is 
defined axiomatically as research pertaining to any 
pharmaceutical agent used to treat a disease or condition that 
affects less than 200,000 people in the United States [5]. It is 
difficult to train a linear classifier to learn this distinction over 
document term vectors and produce an easily interpretable 

classification function. In cases like this, users tend to get 
disgusted at the classifier’s poor performance and blame the 
computer. 

We found it useful to guide users’ expectations of system 
performance by visualizing document similarities with a two-
dimensional interactive cluster plot (Figure 3). When users see 
high overlap between positive and negative training samples, they 
understand that they’re asking the classifier to do something hard. 
For example, in the top plot in Figure 3, there is relatively poor 
separation of the sample document class (green squares labeled 
“Positives”) from the remainder of the document set (red squares 
labeled “Negatives).  

After the same data set has been restricted to 500 dimensions 
(from an original feature set of 7814 in this case), we observe less 
overlap of the two classes (bottom plot in Figure 3). The reduced 
feature set also corresponds to higher measures of classifier 
performance on a labeled test set. However, we found the type of 
visual feedback depicted in Figure 3 more effective than 
providing traditional evaluation measures like precision, recall, 
and F1 to users not accustomed to thinking in these terms. 

 

Figure 3.  Document separation and number of features. In 
the top panel distances between documents are computed over 
the full set of 7814 features before applying dimensionality 
reduction necessary for two-dimensional visualization. In the 
bottom panel only 500 features were retained. 

We also found it useful to allow users to interact with the 
classifier via the cluster plot (e.g., using the mouse to zoom or 
select individual data points). For example, after removing 
selected features from the training data, a user can examine the 
impact of this action by re-clustering the data and looking for 
relatively more or less class separation.  

Alternatively, a user can select a document from the cluster plot 
to indicate whether it should be used as a positive or negative 
training point to retrain the classifier. Figure 4 shows a sample 
window that pops up when a data point is selected in the cluster 
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ABSTRACT
Structured Information Retrieval works with documents in-
ternally organised around a well defined structure, typically
XML documents. In this research field, documents are not
retrieved as a whole, but only those most specific relevant
parts of the documents are delivered to the users. Lots of
models have been developed to deal with the new dimen-
sion of the internal organization. From the point of view of
the users, the document structure should be an added value
in order to retrieve relevant material, because they are able
to specify structural hints, in the form of the types of ele-
ments to be retrieved and as restrictions over some elements.
There are several ways to query a system specifying content
and structure queries (natural and artificial languages), but
few of them rely on graphic user interfaces, supporting the
users to create queries that fulfil more accurately their in-
formation needs. In this paper, we present a graphic user
interface with the aim of formulating these types of queries,
where the users only have to state what they wish to retrieve
and structural restrictions about it.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]; H.5.2 [User
Interfaces]

General Terms
Human Factors, Algorithms

Keywords
XML, NEXI, Content and Structure queries, Graphic User
Interface, Structured Information Retrieval

1. INTRODUCTION
The increasing importance of the internal structure of doc-

uments has caused the evolution of the Information Retrieval
(IR) field to a new area where this important feature of the
documents has been taken into account for retrieval pur-
poses. The Structured IR field [1] deals with models and
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not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
HCIR ’09 Washington, DC USA
Copyright 200X ACM X-XXXXX-XX-X/XX/XX ...$10.00.

tools to index, retrieve and present structured documents,
i.e. those which are internally organised around a well-
defined structure. This means that classic IR models and
techniques, which treats documents as if they where atomic,
have been extended and adapted to exploit a more elabo-
rate content representation, but also new ones have been
specifically designed to tackle with this new challenge. By
using SGML or XML mark-up metalanguages, structured
documents can be easily represented and described.

Then the atomization of the flat documents is no longer
considered, so the new view of such documents is an ag-
gregation of interrelated units which need to be indexed,
retrieved, and presented both as a whole and separately, in
relation to the user’s needs. In other words, an IR system
must retrieve a set of document components (units) that are
most relevant to this query, not just entire documents.

The inclusion of the structure of a document in the index-
ing and retrieval process affects the design and implementa-
tion of the IR system in many ways. First of all, the index-
ing process must consider the structure in an appropriate
way so that users can search the collection both by content
and structure. Secondly, the retrieval process should use
both structure and content when estimating the relevance
of documents. Finally, the interface and the whole interac-
tion must enable the user to make full use of the document
structure. The INEX (INitiative for the Evaluation of XML
Retrieval) proceedings is an excellent source of information1.

Focussing on the query formulation stage, there are several
approaches for expressing an information need to a struc-
tured IR system: 1. The classical IR approach of providing
a set of keywords, known as a content-only (CO) query in
INEX terminology. 2. The use of a query language specif-
ically designed for querying structured documents. 3. The
use of a graphic user interface for formulating the query.

The main advantage of having a structured collection is
that the structure could be exploited for retrieval purposes,
as the user can specify in the query what she/he is looking
for, and where this should be located in the required docu-
ments. The “what” involves the specification of the content,
while the “where” is related to the structure of the docu-
ments. This kind of query is known as content and structure
(CAS) query following the INEX convention. The output of
the system would be a list of relevant XML elements (or ele-
ments of the required type) sorted by their relevance degree.

Then, with the first approach presented above, and from a
point of view of a user interacting with a structured IR sys-

1See http://inex.is.informatik.uni-duisburg.de/ and
http://www.inex.otago.ac.nz/ for INEX information.
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tem, the structural restrictions in natural language are very
difficult to be captured by the system, so the user is not
getting the most of the document structure. In the second
approach, a well defined query language allows the creation
of CAS queries where structural restrictions are stated. The
NEXI language [7] is the main representative of such lan-
guages, becoming a de facto standard in the textual facet of
XML treatment. In this case, the user is able to declare what
type of XML elements have to be returned by the system.
The main problems of such languages are two: first, the user
has to learn a relatively complex language, and later use it
properly, and second, the structure of the collection has to
be very well known by the user to take advantage of both
the power of the query language and the collection itself. Fi-
nally, in the third option, by means of graphic components
in a form, the system supports the formulation of a query.
The two advantages are that a high knowledge of the struc-
ture of the collection is not required and a CAS query could
be easily formulated. Also, the possibility of making a mis-
take in the formulation of the query is almost null because
the process is controlled by the user interface. For expert
users, the 2nd option perhaps is the most appropriate, but
for common users, the 3rd option is the most suitable.

Some studies like [6] argue that the addition of users’
structural requirements is not useful at all in XML-IR. One
of the reasons is that the users are not able to formulate use-
ful structured queries. Then more efforts have to be done
in order to overcome this problem. In this line, this paper
presents a user interface for formulating CAS queries in or-
der to retrieve relevant elements from an XML collection.
It is based on a Web form where the user is able to express
the content query with its corresponding structural restric-
tions very easily and without a deep knowledge of the collec-
tion. This ’visual’ query is translated to its corresponding
NEXI query and passed to the retrieval system. This GUI
has been implemented (and is being used) in Seda, an op-
erational structured IR system for the official (structured)
documents of the Andalusian Parliament2.

After this introduction, in Section 2, we describe some
related works and give basic notions of NEXI in order to
understand the rest of the paper. Section 3 presents our pro-
posal of user interface for CAS queries. Section 4 presents
the algorithm designed to translate the visual query to the
corresponding NEXI query. Finally, Section 5 contains our
concluding remarks and various proposals for future research.

2. BACKGROUND AND RELATED WORKS
Although INEX has been a great success since its begin-

ning in 2002 as evaluation forum and lots of new structured
IR systems and models have been developed, always with a
document-centric view of XML, and tested with the differ-
ent collections adopted as official, few of them, even outside
of this workshop, have focussed on the design of a user in-
terface to facilitate the formulation of CAS queries.

Among them, and worried about the usability of the IR
systems in terms of XML-related tasks, we could cite several
works. Fuhr et al [4] build a user interface for XIRQL, a
query language derived from XPath. They try to avoid to
the user the learning of the syntax of XIRQL, and at the
same time, to hide the structure of the collections. The main
idea of this interface is having a specific area to formulate
single query conditions, and a second one where the user

2Andalusia is the southern region of Spain.

can specify how the queries are combined. A third area is
in charge of showing the XIRQL query.

In the same line as XIRQL, and in order to allow queries
combining content and structure (CAS queries) to be spec-
ified, the NEXI language [7] was designed and considered
with the time to XML-IR what SQL is to Databases. It is
a simplified XPath containing only the descendant operator
(//) in a tag path and also an extended XPath containing
the about function. NEXI has been used by INEX since
2004, and it is usually the formal statement of a query, that
will be passed to a structured IR system, to process it.

The kind of structured CAS query considered by NEXI
can take two possible forms: a) //C[D], which returns C
units about D, and b) //A[B]//C[D], which returns C de-
scendants of A where A is about B and C is about D. A
and C are paths (sequences of XML elements or structural
units), specifying structural restrictions, whereas B and D
are filters, which specify content restrictions, and // is the
descendant operator. Each content restriction will include
one or several about clauses, connected by either and or or
operators; each about clause contains a text (a sequence of
words or terms) together with a relative path, from the el-
ement which is the container of the clause to the element
contained in it where this text should be located. C is the
target path (the last element in C is the one that we want
to retrieve) and path A is the context.

An example of a NEXI-structured query is the following:

//A[about(., text2) and about(.//F, text3) and about(.//J, text4)]

//D[about(., text1) and about(.//N, text5)]

What we want to retrieve with this query are D elements
which are contained within A elements. The target D ele-
ments should speak about text1 and contain an N element
speaking about text5; the context A elements should be
about text2 and also contain F and J elements dealing with
text3 and text4, respectively

NEXI is also able to represent CO queries with the wild-
card ’*’: // ∗ [about(., text1]. This expression means to re-
trieve any element relevant to text1.

Although NEXI is a relatively easy-to-use language, the
formulation of queries with it usually requires a kind of ex-
pertise by the user, reason by which several techniques have
been designed to avoid the direct use of NEXI, although the
final query provided to the retrieval system is a NEXI query.

A first example is NPLX [8], which accepts natural lan-
guage queries in a simple text field and generates NEXI
queries. By an exhaustive analysis of the query by means
of Natural Language Techniques (NPL), NPLX tries to find
references to the document structure in the sentence and
build an appropriate NEXI query.

A second example is Bricks [10], a query-by-template in-
terface, that allows the user to input structured queries
by means of text fields, for content needs, and list boxes,
for structural needs. Later, when the query is formulated
through the GUI, it is translated into NEXI and provided
to the search engine. Bricks allows the user to formulate
queries in several steps: first, the desired retrieval element,
and later, additional information needs and restrictions.

A comparison of both alternatives in term of usability and
effectiveness is presented in [9].

A totally different approach is the prototype XmlBrowser
[5], where the users formulate queries by drawing a XML
tree, where the nodes are the XML elements in the collection
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and the arcs are the structural relationships between the
nodes. Constraints in nodes and arcs can be established,
which basically are textual contents.

3. DESCRIPTION OF THE USER INTER-
FACE FOR CAS QUERIES

In this section, the user interface for supporting the for-
mulation of CAS queries is presented. The final output of
the query formulation process, and totally transparent to
the user, will be a CAS query formulated in the NEXI lan-
guage, which will be the input to any structured IR system
able to process NEXI queries.

In order to reduce the complexity both in the query formu-
lation by the user and in the NEXI generation process, the
CAS queries that can be formulated in this user interface,
present the following structure:

//A[about(.//B1, text1) and . . . and about(.//Bn, textn)]

//C[about(., text0) and

about(.//Cm, textm) and . . . and about(.//Cz, textz)],

i.e. only one type of retrievable element, C, with its associ-
ated textual query (and 0 or more abouts clauses – Cn,. . . ,Cz),
plus 0 or more context clauses (abouts) (B1,. . . , Bn).

Therefore, and considering the components of this NEXI
query, we have to design an appropriate visual method to
express a target element (the document element in which the
user is interested for retrieval purposes) and its associated
text query, as well as the context element(s) (the document
element(s) that establishes a restriction over the target ele-
ments) and its (their) corresponding text query(ies).

For this purpose, the form is composed of two groups of
graphic components: those used to input the information re-
lated to the target, and those for the context. More specif-
ically, in each group, the user will find a list box, where
she/he could select a unit from, plus its associated text field,
where the query terms are introduced in it. In both cases, for
the target and context, the list boxes will contain compre-
hensible labels of the XML tags, instead of their names in the
documents themselves, so they are totally transparent to the
users. Specifically, for the target list box, only those retriev-
able tags are shown, while for the context, only those tags
where restrictions can be established, are included. Leaving
the text field blank and no element selected from the list
box from the context group, the NEXI query will be only
composed of the target part (//C[about(., text0)).

In Figure 1, we may see a design of the interface, accord-
ing to the requirements given in the previous paragraphs.
The two differentiated parts, the target and context groups,
are represented. In the former, the text field and the list
box are used to select the type of retrievable element and
the textual query. In the case of the example of the figure,
the user is pointing out that she/he is interested in abstracts
dealing with “XML retrieval”, in the context of a collection
of scientific articles. In the latter, following the same phi-
losophy, the user is able to input the context of the search,
i.e. restrictions imposed by the selection of other types of
elements and the formulation of the associated query. In the
example, the restrictions for those abstracts are that prefer-
ably contained in articles with titles about “user interface”
and the author “Campos’. The lower part of the figure (not
included in the interface) shows the NEXI query generated
with the visual query. The user could include the number
of restrictions that she/he consider (using the buttom with

Target

Text:

Context

Text: Element:

Text: Element:

abstractXML retrieval abstract

user interface title

add restriction

authorCampos

article
 author
bibliography

abstract

section

//article[about(.//title, user interface) and about(.//author, campos)]
    //abstract[about(.,XML retrieval)]

Element:

Figure 1: The user interface for CAS queries.

Figure 2: User interface for CAS queries in Seda.

the text “add restrictions“) and, once formulated, she/he
could remove any of them (clicking in the corresponding
black cross on the right hand side). If the user selects the
special label in the list box of the target group named ’any’,
she/he is asking the structured IR system to return any type
of relevant element.

As mentioned before, this design has been implemented
in Seda, an operational structured IR system to retrieve of-
ficial publications of the Andalusian Parliament [2], marked
up in XML. The search engine underlying this system is
Garnata, implementing a retrieval model for structured doc-
uments based on Bayesian networks and Influence Diagrams
[3]. Figure 2 shows a screen shot of the visual query formu-
lation interface (in Spanish)3 with other additional features.

Once the basic components of the interface have been pre-
sented, it is the moment to stablish the differences with re-
spect to Bricks [10], the most similar approach found in the
specialized literature. The main one is that the user in this
interface must select an element, from a list box, which will
be the first in the path in the NEXI query, i.e. the root
element after // (’In’ in their terminology). From that ele-
ment, she/he must to select the retrievable element in which
she/he is interested and its associated text query (’find’ and

3The user is requesting a complete speech dealing with “pro-
fessional training“, where the speaker is the President of the
Andalusian government, and integrated in a debate of a po-
litical initiative related to the “education law“.
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’about’ in their notation), and some restrictions, again se-
lecting one or more pairs of element and associated query
text (’with’ and ’about’ following their terminology). We
think that if a user interface of this class has to assume an
almost total lack of knowledge of the structure of the docu-
ments in the collection, to leave the decision of selecting the
root element of the query to the user is not a good option. In
our case, this decision is totally transparent to the user, only
providing the target and restrictions, which is very intuitive.

A second difference, consequence of this design, is that the
construction of the NEXI query in Bricks is direct, as they
have the first element of the NEXI query (the ’A’ element of
the example query of Section 2), in contrast to our approach,
because with the information provided by the user, that first
element has to be determined. In the following section, the
method designed to generate the NEXI query is presented.

4. FROM VISUAL QUERY TO NEXI QUERY
In order to convert a visual query to a NEXI query, the fol-

lowing data, extracted from the user interface, are required
as input of the process: target element (the desired type of
elements to be retrieved), and the text query target text for
that target element, plus a set of pairs (context element1,
context text1),. . .,(context elementN,context textN), contex-
tualizing the target element, and finally the collection Doc-
ument Type Definition (DTD). The output is a NEXI query
with the following pattern:

//pivot element[context about list]

//target element[target about list].

Then, the translation process will have to find the different
components of this NEXI query from the input data.

Once the XPath of all the different elements involved in
the query are determined from the DTD, the first step is to
find the pivot element. This is performed extracting, from
the set of paths composed of target element and the N con-
text element’s that contain the path of target element, the
common path of all of them. The last element in this path
is considered the pivot element.

With respect to context about list, it will be composed of
N about clauses joined by the ’and’ operator. Inside each
about, the element restriction is ’.’ if the paths from the
target element and the context elementi are the same, or the
last element in the context elementi path, otherwise. The
text of the about clause will be context texti.

Finally, target about list is composed of several about clauses
connected with the ’and’ operator. The first about is related
to the target element, containing a ’.’ in the element part
and target text in the text part. The rest of abouts come
from those context element’s whose paths contain the path
of target element. Specifically, the element part of the about
clause is the last element of the path of context elementi.
The text part is its associated context texti.

When “any” is selected from the available labels in the list
box, target element equals ’*’. Finally, if no context is pro-
vided, then the NEXI query is //target element[about(., target text)].

In general, this is an efficient method that mainly works
with string operations. The generation of the NEXI query
is very fast, negligible by the user.

5. CONCLUSIONS AND FURTHER WORK
This paper has presented a graphic user interface used to

facilitate the formulation of CAS queries by the user, with-
out the need of knowing any XML query language and being
an expertise in the internal structure of the XML collection.

It is composed of two main graphic component groups, one
for specifying the target of the CAS query and other for in-
dicating the context or restrictions. In both cases, the user
select from a list of descriptive labels the XML elements
in which she/he is interested and input the associated text
queries. With these data, a NEXI query is constructed by
mean of a simple procedure, and passed to the search engine
in charge of the retrieval of the relevant elements. We think
the presented interface is very intuitive and easy to use, fa-
cilitating the always complex process of giving expression to
the user’s information need.

With respect to the further research, as this interface is
working on an operational system, and we know, from the
users’ feedback, that is easy and powerful, in spite of this,
we are designing a usability study in order to know more
formally the users’ thoughts about it, as well as objective
measures. The objective then is to improve it to overcome
the possible problems. In addition, as we are designing XML
relevance feedback techniques for the underlying search en-
gine, Garnata, we are planning to re-design the user interface
in order to incorporate this new feature.
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ABSTRACT 
In this paper, we introduce the HCI Browser, a Mozilla Firefox 
extension designed to support studies of Web search behaviors.  
The HCI Browser presents tasks to the user, collects browser 
event data as the user searches for information, records answers 
that are found, and administers pre- and post-task questionnaires.  
The HCI Browser is a configurable tool that HCI and IR 
researchers can use to conduct studies and gather data about users’ 
Web information seeking behaviors.  It is especially well suited 
for “batch mode” laboratory studies in which multiple participants 
complete a study at the same time, but work independently.  The 
HCI Browser is open-source software and is available for 
download at:  http://ils.unc.edu/hcibrowser 

1. INTRODUCTION 
Laboratory studies of Web information seeking (including 
searching, browsing, managing, and refinding information) often 
involve presenting tasks to users and observing their behaviors as 
they use a web browser to look for information requested by the 
task.  Researchers are interested in factors such as the web pages 
visited, links clicked, the amount of time spent on each page, and 
the use of the back button.  In addition, before and after each task, 
researchers may wish to administer short questionnaires to gather 
additional data about the participants’ experiences. 

Researchers have built tools to help support studies of web search 
behaviors and have noted the challenges involved with capturing 
naturalistic user behaviors for web search [4].  Below, we 
summarize main approaches to capturing web browsing data and 
describe representative data collection tools that have been 
developed.  We then outline the needs and motivations that led us 
to build our new tool, the HCI Browser. 

1.1 Data Collection Approaches 
There are many approaches to observing and collecting data about 
information seeking behaviors.  Here, we focus on technologies to 
support automatically collecting data about browsing events such 
as page loads, link clicks, use of browser menus and buttons, etc. 
Four main approaches are:  1) HTTP proxies, 2) using an external 
program to monitor web browser events, 3) writing a custom web 
browser with built-in instrumentation, and 4) adding 
instrumentation code to an existing web browser. Due to space 
limitations, we only briefly summarize these approaches below.  
Keller, et al. [4] is a good resource for more detail. 

HTTP proxies – Proxies intercept HTTP requests and can log 
data about URL page requests.  Proxies can also add tracking 
code to pages before they are sent on to the client browser.  
However, proxies are somewhat limited in the types of data they 
can collect because they do not have full access to the user 

interface events (i.e. menus, buttons, keypresses, etc.) in the web 
browser itself. 

External monitoring programs – Many operating systems and 
web browsers have “hooks” that allow external programs to 
monitor user interface and application specific events.  
WebTracker [7] and WebLogger [6]  are two tools that use this 
approach to monitor an active web browser, observing and 
recording events such as link clicks and the use of menus and 
buttons.  Time-stamped events are then written to a log file.  
URLTracer [3]  uses a similar approach to write a simple log of 
all the URLs visited during a browsing session.  Researchers have 
also used “spyware” and other event monitoring tools to capture 
web browsing events.  A strength of this approach is that typically 
the monitoring tool can be installed without interfering with the 
user’s normal browser configuration. 

Custom Web Browsers – Writing a custom web browser gives a 
researcher a large amount of control over what events are 
monitored and how they are logged.  However, building a custom 
browser can require a large amount of programming expertise and 
time.  Often, a custom browser is not built from scratch, but 
instead uses a component such as the Microsoft Web Browser 
Control (WBC).  The Curious Browser [2] is an example of a 
custom-built web browser than has special instrumentation code 
to log user interaction events.  In a previous project, we also built 
a custom web browser using the WBC [1]. 

One of the major downsides to developing a custom browser is 
that that the user interface is likely to be somewhat different than 
the full-featured, widely adopted browsers that are familiar to 
most users (i.e. different than Internet Explorer, Firefox, or 
Safari).  Researchers may not have time to re-implement all the 
features of available in mainstream browsers.  These differences 
may alter user behaviors in ways that are not well understood. 

Extensions to an existing browser – Adding instrumentation code 
to an existing browser is a powerful approach that combines 
advantages of the other methods.  The idea is simple – instead of 
using an external monitoring program or writing a custom 
browser – add code to an existing browser.  Most modern 
browsers have support for third-party plug-ins and extensions.  
For example, Keller et al. [4] implemented a “browser helper 
object (BHO)” that can be loaded every time Internet Explorer is 
run and can log browsing activity.  The Lemur IR toolkit project 
recently introduced the Lemur Query Log Toolbar using this 
approach [5].  It is an open source browser plug-in tool that 
captures events such as page loads, tab switches, and searches 
issued to major search engines.  Versions are available for both 
Firefox and Internet Explorer. 

1.2 Motivations 
The tools described above are all valuable research tools, but none 
filled all the needs we have for a study that is investigating how 
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users find and refind information on the Web.  Specifically, we 
need a tool that will:  1) integrate with an existing Web browser to 
provide a familiar browsing experience, 2) record a wide variety 
of user interactions with the web pages and the browser itself, 3) 
provide support for administrative aspects of conducting a 
laboratory study such as administering pre- and post- task 
questionnaires, recording the “answers” that participants found for 
the tasks given, and managing other details such as closing any 
opened browser windows before the start of the next tasks.  To 
support these needs, we developed a Mozilla Firefox extension 
called the HCI Browser.  The HCI Browser is open-source code 
and we have utilized some concepts from the open-source Lemur 
Query Log Toolbar project [5].  This work also builds off our 
previous experience building an instrumented web browser using 
Visual Basic and the Microsoft Web Browser Control [1]. 

2. HCI BROWSER 
The HCI Browser is designed to: present experimental tasks to 
users, collect and log browser event data, manage the opening and 
closing of windows as needed, and to administer optional pre- and 
post-task questionnaires. 

2.1 HCI Browser Overview 
When the HCI Browser is started a dialog box is shown that 
prompts the experimenter to enter a session number, participant 
number and starting task (Figure 4).  The session number and 
participant id are used to label the data that is recorded for this 
session and can be any string that the experimenter wishes to use. 
The starting task number specifies what task to start with based on 
the order given in the task configuration file (configuration files 
are described in section 2.2). It is useful in case there is a need to 
re-start the program at a particular task number. 

After clicking "OK", an introduction screen is displayed (Figure 
5). The intro.txt configuration file is used to specify what text to 
display on this screen. This screen is useful to provide instructions 
and general information to the participant before beginning the 
tasks. Also, the experimenter can enter the information on the 
start-up screen before the participant arrives and then leave this 
introduction on the screen as the first thing the participant will see 
when they sit down at the computer. 

When the participant clicks "OK" on the introduction screen, an 
optional set of pre-task questions can be presented (Figure 6). 
These questions can be changed using a configuration file and can 
be of three types: multiple choice, Likert-type/semantic 
differential, and open answer. If the configuration file is not 
present, then the pre-task question screen is skipped. 

Next, the participant is taken to the main browser window which 
displays the first task in the toolbar area (Figure 7).  This is a 
standard Firefox browser and the participant can search, browse, 
and navigate as usual. We decided to display the task and controls 
in the toolbar area at the top of the window so that web pages 
designed to fit standard screen resolutions would not require 
horizontal scrolling. The tradeoff is that vertical space is taken by 
the toolbar display and thus pages may require more vertical 
scrolling.  In future versions, we may implement options for 
displaying the tasks in the toolbar, in a sidebar, or with no task 
presentation area, to allow the experimenter to decide which 
configuration best suits their needs. 

In Figure 7, the user has navigated to a particular web site that has 
information requested by the task. There are two buttons in the 
toolbar: "Found an answer on this page", and "Done with answers 
for this task". The participant can use these buttons to submit 
answers they find and indicate when they are done with the task. 
The number of answers submitted are displayed in the lower left 
of the toolbar, along with an indication of the maximum number 
of answers they may submit (these are configurable). 

When the participant finds an answer and clicks the "Found an 
answer" button, the toolbar changes as shown in Figure 8. The 
URL of the page is automatically entered into the "URL of 
answer" box, and the user can type in text of the answer in the 
"Answer text" box. 

When the participant wishes to submit an answer as one of their 
"official" answers for this task, they can click the "Submit this 
answer" button. If they are to submit additional answers for this 
task, the controls revert back to show buttons for "Found an 
answer" and "Done with answers". When they are done with 
finding answers or have found the maximum number of answers 
for this task (configurable), then the system will automatically 
close all opened tabs and windows and display the (optional) 
post-task questions (not shown here, but the interface is similar to 
the pre-task questions). 

As with the pre-task questions, the post-task questions are 
configurable by the experimenter and may be left out. When the 
participant has completed the post-task questions (or if they are 
left out), the program will then advance to the next task. When the 
last task is reached, a message is displayed letting the participant 
know that they have completed all the tasks. 

2.2 HCI Browser Configuration Files 
Every time the HCI Browser is loaded, four configuration files are 
read: a introduction file with text to show to users on an 
introduction screen, a task file (Figure 1) with the text of the tasks 
to present to the user, a pre-task questions file (Figure 2) with a 
set of questions to be asked prior to each task, and a post-task 
questions file (not shown) with a list of questions to be asked after 
each task.  The pre- and post-task questions can be of three 
different types: 1) multiple choice, 2) Likert-type / semantic 
differential, and 3) free-text/open response.  Note that in Figures 1 
and 2, line numbers are shown for illustration, but they are not 
part of the actual files. 

The task file (Figure 1) contains the text of the tasks to present to 
the users.  Each task has two lines. The first line specifies the text 
of the task. The second line indicates the maximum number of 
answers that can be submitted for that task. In a future version of 
the HCI Browser, we plan to implement a minimum number of 
answers that will be specified on this line also. 

The pretask.txt file is used to configure the pre-task questions. 
Three question types are supported: 

• MultipleChoice – displays the question text followed by 
a vertical list of the choices 

• LikertType – displays the question text followed by a 
horizontal list of the choices (note: this can be used for 
Likert-type and semantic differential scales) 

• OpenAnswer – displays the question followed by a free-
response text box 
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To understand the format of the configuration file, we will step 
through the example in Figure 2. The first line of a question 
specifies the question type (lines 01, 08, and 17). For the 
MultipleChoice and LikertType questions, the next line specifies 
the number of answer choices. For example, lines 01 and 02 
specify that this will be a multiple choice question with 3 answer 
choices. The next line (e.g. line 03) is the text of the question that 
will be displayed to the participant. Lines 04-06 specify the 3 
answer choices for this question, one choice per line. The number 
of answer choices must correspond to the number specified on 
line 02. Finally, line 07 has exactly three dashes, and acts as a 
separator between questions. The LikertType question follows a 
format that is identical to the MultipleChoice described above. 
The OpenAnswer question only has two lines: one to specify the 
question type (e.g. line 17) and the next line to specify the text of 
the question (line 18). 

2.3 Data Logging 
In addition to collecting data from the questionnaires, while the 
performing the tasks (i.e. searching for the information), the HCI 
Browser monitors and logs of a wide array of browser events.  
The current version logs: pages loaded, links clicked, window and 
tab focus changes, open/close of windows and tabs, back/forward 
button clicks, URLs typed in the address bar, scrolling, 
history/bookmark menu activity.  A new log file is automatically 
created for each task, and log entries include a timestamp, session 
number, participant number, and task number.  An example 
section of a log file is shown in Figure 3. 

The HCI Browser is available as open-source code.  For 
information, downloads, and updates visit: 
http://ils.unc.edu/hcibrowser 
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1248198386334  21-7-2009   13:46:26 S4 P27   T1 intask   LoadCap  http://www.google.com/firefox?client=firefox-a&rls=or 
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1248198411929  21-7-2009   13:46:51 S4 P27   T1 intask   RClick   http://news.google.com/news/url?sa=t&ct2=us%2F1_0_s_0 
1248198413706  21-7-2009   13:46:53 S4 P27   T1 intask   AddTab   about:blank http://news.google.com/nwshp?client=firef 
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1248198413718  21-7-2009   13:46:53 S4 P27   T1 intask   Info     Window=0, tab=0, url=http://news.google.com/nwshp?cli 
1248198413724  21-7-2009   13:46:53 S4 P27   T1 intask   Info     Window=0, tab=1, url=about:blank http://news.google.c 
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1248198433480  21-7-2009   13:47:13 S4 P27   T1 intask   submittedAnswerURL   http://www.latimes.com/news/nationworld/n 
1248198433488  21-7-2009   13:47:13 S4 P27   T1 intask   submittedAnswerText  The rare total eclipse will be visible th 
 

Figure 3.  Example Log File 

Figure 1.  Example Task Configuration File 

01  How tall is the U.S. capital building in 
Washington, DC? 
02  1 
03  What is being done to help reduce 
childhood obesity in the U.S.? 
04  1 
05  What are some reported causes of global 
warming? 

Figure 2.  Example Pre-Task Questions Configuration File 

01  MultipleChoice 
02  3 
03  What is your favorite flavor of ice cream? 
04  Vanilla 
05  Chocolate 
06  Strawberry 
07  --- 
08  LikertType 
09  5 
10  Ice cream is one of my favorite foods. 
11  Strongly agree 
12  Agree 
13  Neutral 
14  Disagree 
15  Strongly disagree 
16  --- 
17  OpenAnswer 
18  What toppings do you like on your ice 
cream? 
19  --- 
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Figure 4.  Start-up Screen 

Figure 5.  Introductory Text Screen Figure 6.  Pre-Task Questions 

Figure 7.  Task Presentation in Toolbar 

Figure 8.  Answer Submission 
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ABSTRACT
Software developers frequently spend time searching for in-
formation, generally source-code. In the last few years this
habit has increased the community’s interest to improve it
and some are staring to refer to as Search-Driven Develop-
ment (SDD). In this work we examine the SDD as a collab-
orative and commonplace task. However, current integrated
development environments (IDEs) do not include informa-
tion retrieval systems with support for explicit collaboration
among developers with shared technical information need.
We then introduce PosseSrc, a prototype outside the IDEs
that enables teams of remote developers to collaborate in
real time during the search sessions. PosseSrc improve the
SDD by supporting several modern state-of-the-art collab-
orative information retrieval (CIR) techniques such as ses-
sion persistence, division of labor, sharing of knowledge and
group awareness.

Categories and Subject Descriptors
H.5.3 [Information Interfaces and presentation (e.g.,
HCI)]: Group and Organization Interfaces; H.3.3 [Information
Storage and Retrieval]: Search Process.

General Terms
Design, Human Factors

Keywords
Search-Driven Development, Collaborative Information Re-
trieval, Collaborative Search, Source-Code Search, Multi-
User Search Interface.
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1. INTRODUCTION

“Good programmers know what to write. Great ones know
what to rewrite (and reuse)”.

– E. S. Reymond[10]

You can rewrite or reuse good source-code, but first you
must find it. That is the fundamental key by which some in-
formation retrieval (IR) systems have become a critical tools
for software developers. Currently there are some special-
ized IR systems for source-code search. Examples include
Google Code Search, Krugle, CodeFetch, Koders, and Co-
dase. Some of then such as Koders can be integrated with
IDEs such as Eclipse and Visual Studio.NET.

More recently there has been some significant efforts both
from academia and the industry to fix SDD as a new research
area motivated by the observation that software developers
spend most of their times in searching pertinent information
that they need to solve their task at hand [1]. K. Krugler
and J. D. Mitchell remark in [6] that “about 25% of a de-
veloper’s time is spent searching for information. It’s well
spent, though – finding reusable code can get a project done
on time and with high quality results”.

In addition, software development can be considerated
as a collaborative activity in which business analysts, cus-
tomers, system engineers, architects, and developers inter-
act among them. The concurrent edition of models and
processes requires synchronous collaboration between archi-
tects and developers who cannot be physically present at a
common location [5].

However, current IR systems do not have support for ex-
plicit collaboration among developers with shared technical
information needs, which frequently look for additional doc-
umentation on the API, read newsgroups for people having
the same problem, search the company’s site for help with
the API, and search for source code examples where other
people successfully used the API [6]. Fortunately, in the last
few years, some researchers have realized that collaboration
is an important feature, which should be analyzed in de-
tail in order to be integrated with professional IR systems,
upgrading them to collaborative information retrieval(CIR)
systems.
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Figure 1: PosseSrc prototype. Search: search control panel; options: main options buttons; recommend:
recommender; search result: individual search result and recommendations; instant messaging: chat tool
embedded; information: general item information; previewer: item selected viewer

CIR is an emerging research field that belongs to a special-
ized area within the IR discipline. Therefore CIR includes
the research areas that traditionally have been part of IR,
but with an especial emphasis on the explicit collaboration
among people with shared information needs. This fact re-
quires that IR mixture with other disciplines such as Human-
Computer Interaction (HCI) and Computer-Supported Co-
operative Work (CSCW).

In this paper we introduce PosseSrc, a prototype outside
the IDEs that enables remote team developers to collaborate
in real time during the source-code search and any other
related technical information. The design of PosseSrc was
motivate by a brief survey that we applied to 50 students and
professors related to software development projects in higher
education in the domain of Information Technologies. Our
survey results indicate that collaborative source-code search
is a commonplace task. When we asked: Have you ever
collaborated with other programmers to search source-code?,
78.0% responded yes. In addition, we asked: Which are
the activities that have motivated you to collaborate during
the source-code search?, the most common answers were: a)
meetings of the team members to clarify programming doubts
while someone searches for source-code examples, b) dividing
the search by each team member and sharing the final results,
c) saving and documenting the search results of each one for
sharing them, and d) consulting or answering doubts via chat
or email.

Based on survey respondents’ descriptions, we identified
four modern state-of-the-art CIR techniques for supporting

collaborative source-code search. Session Persistence: stor-
ing a search session in a persistent format is a key require-
ment to facilitate collaboration during the session, revising
the search at a later time, or sharing the results of a search
with others [7]. Division of labor: Morris’s survey in [7] de-
scribes ad-hoc methods to avoid duplication of effort during
a searching task, such as dividing up the space of potential
keywords, searching engines, or sub-tasks among different
group members. Supporting mechanisms for dividing up
and sharing work among participants is important for the
success of a UI for multi-user search. Sharing of knowledge:
in any collaborative setting there will be a large and diverse
knowledge base shared among groups of members. Each one
will bring their own experiences, expertise and topic knowl-
edge to a particular searching task. What is needed is a
way to enable the sharing of knowledge within the group
[4]. Finally Group awareness: awareness is an essential el-
ement in distributed collaborative environments. Over the
last decade, a number of researchers have explored the role
of group awareness for supporting collaboration between dis-
tributed groups. Specifically in CIR, awareness is another
key requirement [7].

We have organized this paper as follows. In the next sec-
tion (2), we shall describe the main ideas of the design con-
siderations of PosseSrc, its implementation and an overview
of some related work with both CIR and SDD research areas.
Finally, we conclude this paper in Section 3 by summarizing
the exposed topics and our research future direction.
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Figure 2: Collaborative portal

2. POSSESRC
PosseSrc is designed to enable either synchronous or asyn-

chronous, but explicit remote collaboration among team de-
velopers with shared technical information. Figure 1 shows
the interface of the prototype client interface. The search-
box wraps the search control panel (SCP), it permits to spec-
ify the developers queries, programming language or project
on which the search will be accomplished. Moreover it can
specify a searching field: comments, source-code, class or
methods declaration, and whole source files. Rather inter-
estingly, source-code search all by itself doesn’t solve the
whole problem. We need all of the technical information
around and about the source-code to be able to really fly.
For instance, the best examples of how to use some piece of
source-code is often embedded as a small source-code snip-
pet inside a magazine article or blog entry, or occasionally,
even in the official technical documentation [6]. For these
reasons in the SCP you can select documents or the Web as
collections too.

The SCP also offers the possibility to specify the divi-
sion of labor principle. It determines which principle to
use to divide the search results among team developers:
a)Meta-search engines and split: the results of each search
engine available are merged in one results list, which is au-
tomatic divided among developers; b) Multi-search engines
and switch: the results of each search engine available are
switched among developers, where one developer can re-
view only the results of an specific search engine; and c)
Single-search engine and split: the results of the selected
search engine are automatic divided among team developers.
The options-box wraps the principal options of the PosseSrc
that permits dynamic management of the GUI. For exam-
ple, a developer can show the chat tool embedded (instant
messaging-box), a collaborative portal where the developers
can negotiate the creation of a collaborative search session
(CSS) (Figure 2), a recommendations panel (recommend-
box) to carry out explicit recommendations among develop-
ers, add and show comments of the current and historical
search results, and the previewer panel (previewer-box) to
review the results. In the search result-box the individual
results and the recommendations made by others end-users

Figure 3: Creating a collaborative search session.

are shown. The green-box permits getting specific informa-
tion from the document selected in the results panel.

From the collaborative portal one developer can create
a CSS, which consists of a team of developers working to-
gether to satisfy their shared technical information needs.
For each CSS is necessary to establish (Figure 3). First, the
main topic refereed to the shared technical information need
of the developers. Second, the maximum number of devel-
opers allowed in the CSS. Third, the integrity criteria. The
validity condition for minimum and maximum number of de-
velopers in a CSS. It can be: a) hard – the CSS is released if
the integrity criteria are not satisfied; and b) soft – the CSS
is suspended if the integrity criteria are not satisfied. And
fourth, Membership Policy. It establishes how a potential
member joins and leaves a session. All potential members
can negotiate an invitation to join a session throughout the
collaborative portal in different ways: a) static – a poten-
tial member must join to a CSS by previous negotiation and
before the work has been started; b) dynamic and closed –
each potential member must by explicitly invited to join the
CSS; and c) dynamic and open – potential members can join
a CSS on invitation or by own initiative at any time.

2.1 Implementation
For the implementation of PosseSrc we use CIRLab (Col-

laborative Information Retrieval Laboratory), a groupware
framework for CIR research and experimentation [3], Java as
programming language and AMENITIES (A MEthodology
for aNalysis and desIgn of cooperaTIve systEmS) as soft-
ware engineering methodology. CIRLab has been designed
applying design patterns and an object-oriented middleware
platform to maximize its reusability and adaptability in new
contexts with a minimum of programming efforts. The dis-
tribution and communication facilities of CIRLab are ICE1

(Internet Communications Engine) conforming. ICE appli-
cations are suitable for using them in heterogeneous envi-
ronments: client and server can be written in different pro-
gramming languages, run on different operating systems and
hardware architectures, and communicate using a variety of

1http://www.zeroc.com
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networking technologies. CIRLab also wraps some open-
source three party APIs (e.g. search engines and a database
engine). To do searches in different parts of the source-
code (e.g. comments, class and function definitions) we ex-
tend CIRlab with parsers that allow indexing fields (parts
of the source-code) when combined with search engines (e.g.
Apache Lucene).

2.2 Related Work
PosseSrc include several areas of research, highlights of

which CIR and SDD. On the one hand, some researchers
have identified different search scenarios where is necessary
to extend the IR systems with collaborative capabilities. For
example, in the Web context, SearchTogether [8] is a sys-
tem which enables remote users to synchronously or asyn-
chronously collaborate when searching the Web. It supports
collaboration with several mechanisms of group awareness,
division of labor, and persistence. On the other hand, the
SDD community present different prototypes and systems.
For example, Sourcerer [2] is an infrastructure for large-scale
indexing and analysis of open source code. Sourcerer crawls
Internet looking for Java source-code from a variety of loca-
tions, such as open source repositories, public web sites, and
version control systems.

In contrast to these approaches, PosseSrc makes a contri-
bution in current SDD providing explicit support for teams
of developers, enabling developers to collaborate on both
the process and results of a search. It provides collabora-
tive search functions for exploring and managing source-code
repositories and documents about technical information in
software development context. In order to support such
CIR techniques PosseSrc provides some collaborative ser-
vices. The embedded chat tool enables direct communica-
tion among different developers. Also relevant search results
can be shared with the explicit recommender mechanisms.
Another important feature enabling improvement is the au-
tomatic division of labor. Through awareness mechanisms
all developers are always informed about the team activities
to avoid the unnecessary duplication of effort. Awareness
is a valuable learning mechanism that help the less expe-
rienced developers to view the syntax used by their team-
mates, and then be inspired to reformulate their queries. All
search results can be annotated, either for personal use, like
a summary, or in the team context, for discussion threads
and ratings.

3. CONCLUSION AND FUTURE WORK
Novel CIR techniques such as session persistence, division

of labor, knowledge sharing and awareness can be applied
in several domains. For example, in the Web context, in-
teractive multimedia, education and medical environment.
We identified SDD as another applicable field, given both
the collaborative nature and the interest in having special-
ized source-code search tools in the area of software devel-
opment. In this sense we present PosseSrc, a prototype de-
signed to enable either synchronous or asynchronous, but
explicit remote collaboration among team developers with
shared technical information need.

To conduct the PosseSrc’s evaluation in a close future we
identify the metric proposed by Pickens et al. in [9] as a
good intention, where they proposed viewed precision (Pv,
the fraction of documents seen by the user that were rele-
vant) and selected precision (Ps, the fraction of documents

judged relevant by the user that were marked relevant in the
ground truth), and selected recall/viewed recall (Rs/Rv) as
their dependent measures. Moreover, and taking into con-
sideration our survey results, when 92.9% of our respondents
use their workstation as an important dynamic collection of
relevant information, we will add to PosseSrc on the base of
CIRLab the capability of indexing local collections.
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ABSTRACT

It is common practice nowadays to find, assess and explore
the Web by groping scattered information presented through
many search results. Browsing interfaces and query sug-
gestion techniques attempt to guide the user by providing
term recommendations and query phrases. In this paper,
we introduce the browsing interface of Kolline, a commu-
nity search engine under development. Two case studies
are described and two distinct web browsing interfaces are
analyzed. Based on this analysis, we present a new brows-
ing interface, describing our design decisions and providing
directions for future work.

Categories and Subject Descriptors

H.5.3 [Information Interfaces and Presentation]: Group
and Organization Interfaces—web-based interaction, collab-
orative computing, organizational design

General Terms

Design, Human factors

Keywords

Web 2.0, user-generated annotations, browsing interfaces

1. INTRODUCTION
In recent years, “Web 2.0” [3] applications have been em-

ploying tagging as a way for annotating published content.

∗Work done while at the University of California, Irvine.
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The greatest advantage of tagging systems is that they pro-
vide a means to gather the community vocabulary for further
classification. Another important characteristic is that they
carry different levels of specificity, ranging from very general,
widely-used terms to domain-specific terms. This is espe-
cially useful in the case of on-line communities within which
people are trying to interact and find shared content. In
these environments, people may have different backgrounds
and distinct areas of expertise, which leads to different per-
spectives on classification [1].

Regarding the user interface, there are two ways to take
advantage of user-generated annotations when looking for
information. First, the keyword-based search, which con-
sists of a text box and a search button. The problem with
this approach is that it assumes that the user knows how
to formulate the query. This is especially hard for people
who are trying to find information in different knowledge
domains. A recently published article [5] points out that
it is a common practice for researchers to find, assess, and
exploit a range of information by scanning portions of many
articles, instead of looking for a single article to read, in
what the authors call “strategic reading”. We also have seen
this behavior within the open-source community. In order
to solve a technical problem, sometimes one need portions
of information that may be scattered throughout a series of
different postings within a web forum. In these cases, find-
ing the correct keywords which will lead to relevant results
can be a time-consuming task. Term suggestion techniques
attempt to address this issue, but still depend on an initial
query in order to provide further suggestions. This issue is
particularly relevant when exploring information in knowl-
edge domains within which the user does not have a strong
background, e.g. novice users searching for problem solu-
tions in a web forum.

Second, many websites provide tag clouds or weighted
lists, which consist of a visual depiction of user-generated
annotations. In this approach, the criteria to show a given
term is its use frequency, i.e. how many times users applied
that term to annotate content. However, there are some
problems with this type of visualization. On one hand, usu-
ally only popular terms are depicted, which might not be
useful to a user who is searching within one or more specific
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topics [8]. On the other hand, a user can choose only one
term at a time and very often one need a conjunction of
terms to suitably express the search task. Consequently, it
is impossible to refine a search by only using the tag cloud.

With the aim of addressing those issues, this work presents
the navigation interface of Kolline, a community search en-
gine currently under development. It features a term recom-
mendation tool, which suggests terms based on the user’s
previous interactions. The tool does not require that the
user provides an initial query and the interactions can be
done solely by clicking on the recommendation tool. In ad-
dition, users can refine their search context by choosing new
terms which are semantically-related using an underlying
ontology. The tool recommends terms which hold subsump-
tion relationships, so a user can refine the search by clicking
on general terms at first, and then narrow down the search
context by choosing more specific terms. A text box is also
provided, so the user can add, remove or modify terms dur-
ing the interaction.

The paper is organized as follows: Section 2 describes the
two cases we studied before designing our application. Sec-
tion 3 explores some concepts and examples of browsing in-
terfaces for searching, finally introducing our solution. The
paper finishes with Section 4 providing an overview of our
evaluation plan for the future and drawing conclusions.

2. CASE STUDIES
To characterize the problem, we explored two cases of vi-

sualization interfaces for user-generated annotations. First,
the case of Ubuntu Forums1, which represents the major
source of information in the Web about this Linux distri-
bution and unites an open-source community of develop-
ers and users interested in sharing information about trou-
bleshooting, new features, and other related content. Users
exchange information by adding new posts that are shown in
the form of threaded discussions. Some users annotate these
threads with tags, which helps to categorize content by us-
ing a community-oriented, non-controlled vocabulary. Fig.
1 shows a typical tag cloud containing the most frequent
terms associated with threaded discussions in the forum.

Figure 1: Ubuntu Forums’ tag cloud

To better understand whether this type of visualization
agregates any significant value to finding information, we re-
fer to a user study which attempted to assess the usefulness
of tag clouds in comparison to the traditional keyword-based
search. [8] conducted an experiment, giving participants the
option of using both approaches to answer various questions.
They found that while some participants preferred to use the
text search box exclusively, a significant proportion of par-
ticipants used the tag cloud to find information. There were
two scenarios in which the tag cloud’s use outweighed the
search box’s use: (a) when the information-seeking task was

1http://ubuntuforums.org

broad and non-specific, such as “paste the title of an arti-
cle you find amusing or interesting” and (b) when the tag
cloud contained a term relevant to the question. The first
case obviously does not apply to answering technical ques-
tions. Most people who visit a Linux distribution forum are
looking for help from other community members on a spe-
cific topic. However, it could be scenario (b), i.e. the user
finds a term in the tag cloud which is relevant to answering
a technical problem. But, since the cloud shows only the
most used tags, it is not clear if this is sufficient to fulfill a
specific search task. In other words, the users will proba-
bly have to refine their search by adding other terms. This
refinement phase is important for reducing the overall num-
ber of hits and excluding irrelevant information from search
results. However, most tag clouds or weighted lists do not
provide this functionality.

Our second case is a community of professors and re-
searchers of the University of São Paulo. The School of
Arts, Sciences and Humanities is an interdisciplinary insti-
tute where professors hold positions in a great variety of
research areas. To stimulate scientific collaboration, an in-
stitutional website is under development, which will contain
information about each researcher, organized by area of ex-
pertise. In a first phase, professors were asked to provide
terms which would describe their research interests and cur-
rent activities. The union of all colected terms is shown as
a list, but because of the great diversity of topics, the result
does not fit in one page.

The problems with this visualization approach are twofold.
First, each professor uses a particular level of specificity
to describe his/her research area. General terms such as
“molecular biology” are separated from specific terms like
“proteins”, although both research areas may have a certain
level of intersection. A weighted list approach which shows
the most frequent terms in order to reduce the list size is
not a suitable solution, because it would not show specific
terms that are relevant to the researchers. Second, profes-
sors working in the same areas describe them differently,
which is the synonymy problem commonly found in tagging
systems [2]. For this reason, semantically-related terms end
up in different positions on the list, so it is difficult to rec-
ognize inter-related subjects and research areas.

Although these cases are related to different communities,
the practice of browsing and scanning many pieces of infor-
mation to find relevant content is a very common issue. In
both cases there are difficulties related to the query formu-
lation, i.e. one only recognizes a relevant result when they
go through it. In the case of the web forum, relevant results
are posts, while in the case of the institute website, relevant
results are professors or researchers with a shared goal or
interest. We need a tool to visualize user-generated annota-
tions which is able (a) to differentiate general and specific
terms into different levels and (b) to provide a refinement
mechanism which allows a user to browse horizontally, i.e.
between different topics and, at the same time, vertically, i.e.
doing an in-depth analysis and looking for specific terms.

3. BROWSING INTERFACES
Representing different levels of abstraction without pol-

luting the interface is a challenging design task. A common
way is to represent each level using indentation, e.g. the
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Clusty2 search interface (Fig. 2a). The problem with this
approach is that the user usually needs to scroll the page as
he/she explores the structure, which requires an extra effort
to keep the focus on a given abstraction level, i.e. a term
and its proximate relationships. An efficient visualization
technique which attempts to address this issue can be found
in Google’s Wonder Wheel3 (Fig. 2b). It is a good example
of a focus & context interface, which encompasses visualiza-
tion techniques that allow a user to center his view on a part
of the screen that is displayed in full detail (focus), while at
the same time perceiving the wider screen surroundings in
a less detailed manner (context). The major advantage of
using these techniques is the improved space-time efficiency
for the user, i.e. the information displayed per screen area
unit is more useful and, consequently, the time required to
find an item of interest is reduced as it is more likely to be
already displayed [4].

(a) (b)

Figure 2: (a) Clusty navigation menu and (b) Google
Wonder Wheel.

Fig. 2b shows an example of interaction. Let us suppose
that the user is interested in downloading a peer-to-peer
client, so he/she starts entering the query “p2p”. A new set
of query suggestions appears and gains focus. Then, after
selecting the“p2p software”query suggestion, the user is pre-
sented with new suggestions, among which is the query “file
sharing”. Incidentally, the user may shift the search context
and receive suggestions such as “file hosting” and “file up-
load”. If the purpose is to browse horizontally, the tool is
very appropriate, leading the user to distinct domains with
some level of specificity. However, the tool excludes the ini-
tial input term “p2p” from the query and eventually moves
the users away from their search goal. Because the tool sug-
gests related queries, it does not work as a query formulation
tool. In other words, it does not necessarily keep all previ-
ously selected terms, suggesting queries that may not have
a semantic intersection with the previous interactions.

2http://clusty.com
3At the time of writing this paper, one could reach the tool
by selecting “Show options” in the Google’s main page.

3.1 Kolline’s interface
Our solution consists of an interactive tool for visualiz-

ing hierarchies of user-generated annotations. Terms are
related using an ontology which is, in turn, derived semi-
automatically by applying a probabilistic model similar to
the one presented in [6]. In the case of Ubuntu Forums, we
extracted both text corpora and user-generated tags from
threaded discussions. As for the institute website, we expect
to gather patterns of term co-occurrence from researchers’
papers. The resulting ontology is a hierarchy, in such a way
that the closer a term is to the root, the more general it is.
The purpose of our interface is to allow the user to browse
this hierarchy, at first selecting general terms and then refin-
ing the search context progressively by adding more specific
terms. Fig. 3 depicts Kolline’s interface and highlights the
functionality of our query formulation tool.

The design of the query formulation tool is based on a
colored pie and each slice represents a term in the ontology.
The scheme was inspired by an electronic memory game pop-
ularized in the eighties called Simon. The main goal of this
game was memorizing the sequence of colors displayed by
the interface, adding to the sequence one color at a time.
In our design, the colors have the purpose of enhancing the
user’s working memory. [9] shows that recognition mem-
ory is 5%–10% better on colored images in comparison to
black & white images. Thus, one important design deci-
sion is based on the idea that colors may have an important
role on helping the user to memorize previous steps when
interacting with the interface.

Another important design decision is to avoid scrolling.
[7] points out that this approach provides a better experi-
ence, especially for novice users. In both cases shown in
Fig. 2, the structure grows vertically as the user browses
the interface. As a result, scrolling eventually becomes a
required effort during the interaction. To address this issue,
our query formulation tool stays static and within a single,
limited area of the screen, showing just the two previously
selected levels as inner circles, i.e. context, and new term
recommendations in the outer circle, i.e. focus. The path
below the quadrant shows all previously selected terms and
allows the user to go directly to a certain level. This has an
important role in keeping the user’s attention on the focus,
without loosing the visual contact of the context.

The tool works as follows (Fig. 3). On selection of one
of the general terms displayed by the interface, a transition
changes the tool’s shape. It becomes a quadrant through a
smooth transition to transmit the idea of changing the focus.
Each previous level of the hierarchy, i.e. inner circle, keeps
the color of the previously selected term. At each new se-
lection, new semantically-related terms are recommended in
the outer side of the quadrant. The user can move the mouse
over the inner circles to view the context, which causes the
previously selected terms to be highlighted. Each new in-
teraction with the tool changes the remaining parts of the
interface. The search box is automatically updated with
the effective expression resulting from the user’s selection.
Newer selections refine the search results which in turn gives
an instant feedback, so the user can make a decision to con-
tinue refining the search context or to go back and browse
horizontally over the ontology. To go back, the user can
click: (a) on the back arrow displayed near the center of
the quadrant; (b) on an inner circle or (c) on a previously
selected term in the path below the quadrant.
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Figure 3: Kolline interface on top and a graphical representation of successive interactions on bottom.

4. FUTUREWORK AND CONCLUSION
As for the evaluation, we will conduct a user study in

two phases. First, we want to identify the strategy used
by users when performing search tasks and observe their
browsing practices. We are particularly interested in better
understanding the users’ main difficulties when formulating
queries and identifying relevant results. Subjects will be re-
cruited to participate in individual, moderated sessions. A
screen capturing software will record user activity and mod-
erator will take notes. The aim of the second phase is to
assess Kolline’s effectiveness in comparison with the tools
regularly used by users for searching. For this purpose, a
comparison test will be conducted and a group of partici-
pants will be asked to perform a set of predefined tasks, in
a between-subjects design.

This paper presented a query formulation tool which em-
ploys visualization techniques for browsing. We analyzed
two cases which involve user-generated annotations to clas-
sify content and described two examples of browsing in-
terfaces that attempt to provide assistance to the user in
information-seeking tasks. Our design decisions are aimed
at addressing the problems found in the case studies and at
dealing with the issues identified in usual web browsing in-
terfaces. Therefore, our interface differentiates general and
specific terms into different levels and provides a refinement
mechanism which allows a user to browse horizontally and
vertically over large ontologies.
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ABSTRACT 
Cognitive Dimensions is a framework for analyzing human-
computer interaction. It is used for meta-analysis, that is, for 
talking about characteristics of systems without getting bogged 
down in details of a particular implementation. In this paper, I 
discuss some of the dimensions of this theory and how they can 
be applied to analyze information seeking interfaces. The goal of 
this analysis is to introduce a useful vocabulary that practitioners 
and researchers can use to describe systems, and to guide 
interface design toward more usable and useful systems. 

Categories and Subject Descriptors 
H.5.2 [User Interfaces]: Evaluation/methodology 

General Terms 
Human Factors 

Keywords 
Cognitive Dimensions, Information seeking, user interfaces, 
evaluation 

1. INTRODUCTION 
Cognitive Dimensions is a technique for analyzing complex 
information artifacts, including programming languages, device 
interfaces, and interactive software user interfaces.[3][5] It is 
designed to be a meta-analysis, a broad-brush approach that looks 
at structural aspects of the system and identifies characteristics 
that may impede or enable certain kinds of interactions with the 
system. It can be used in a summative or formative manner to 
evaluate existing systems and to drive design of new systems. 

In this paper, I apply this tool to the domain of user interfaces for 
information seeking and exploration. This domain is characterized 
by complex, cognitively-rich activities. To be effective, 
information seeking tools need to be designed in a manner 
consistent with people’s cognitive abilities: interfaces that work 
with people’s strengths can be effective even when driven by 
relatively simple indexing and retrieval schemes; conversely, 
powerful retrieval engines can be made less usable by coupling 
them to awkward or ill-designed interfaces. 

2. SEARCH INTERFACES 
Information seeking is an inherently difficult activity due to a 

number of factors: peoples’ information needs are often ill-
defined, [1] they may lack the vocabulary required to express the 
information need, [10] and the need may evolve over time as new 
information is identified. [7] 
These characteristics impose requirements on interfaces through 
which people look for information. To be useful, interfaces have 
to be simple to avoid burdening the searcher with distracting or 
unnecessary complexity, but not too simple to support the 
cognitive tasks characteristic of information seeking. 

3. COGNITIVE DIMENSIONS 
Cognitive Dimensions is an analytic tool that focuses on the 
process of interaction, rather than on static analysis of artifacts. 
[4] It differs from other analytic approaches such as GOMS/KLM 
[6] in that Cognitive Dimensions does not require a specialized, 
detailed, and time-consuming analysis that is predicated on very 
specific interface characteristics. Instead, it allows an interface to 
be discussed and compared with alternatives using broad terms, 
represented as different dimensions. The full theory identifies a 
large number of these dimensions, but only some of them are 
useful for most analyses of interactive information seeking 
systems. These dimensions will be discussed below; see [3] for a 
detailed discussion of all dimensions. 
It is important to note that although the dimensions reflect 
different aspects of interaction, they are not completely 
orthogonal. In practice, this means that an interface flaw may be 
reflected simultaneously in more than one dimension. 

3.1 Premature commitment 
This dimension reflects the sequence of steps that a user must 
perform to achieve a specific outcome. If the user must make a 
decision early on in some interaction without necessarily having 
all information to understand the choice, we classify that as 
premature commitment. For example, being required to provide 
personally-identifying information prior to being able to interact 
with a system even in a light-weight manner is an example of 
premature commitment. So is forcing a user to click on a link in a 
search result to see some critical piece of information such as the 
price or an abstract.  
Requiring people to ask the system for information that might 
have just as easily been shown right away was shown to reduce 
the use of that information. [11] Applied to information retrieval, 
this suggests that search results should include enough metadata 
that might help people assess the utility of the document, and 
accounts for the popularity of snippets as a way of explaining 
search results. There are limits, of course, to how much 
information can be presented for each result without making it 
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difficult for the user to understand the information, but designers 
should consider the tasks that cause people to search, and what 
information about specific results would make it easier to assess 
relevance or utility. 

3.2 Viscosity 
Viscosity assesses a design’s resistance to change. If, for 
example, an interface requires the searcher to go through a series 
of menus or dialog boxes to switch between author search and 
content search, we say that the design has high viscosity. It is 
particularly unfortunate if high viscosity is coupled with 
premature commitment: the user is required to make choices 
without fully understanding the consequences and it is the 
difficult to undo these actions once additional information is 
learned. 
Automatic query expansion based on recent browsing history 
(e.g., [1]) can generate viscosity as the system learns associations 
between terms and people that may outlast the utility of the 
association for a particular individual. 
Yelp!’s faceted search interface (www.yelp.com) offers another 
example of unnecessary viscosity: A query can be formulated by 
selecting relevant facets, but once an item is selected, the facet 
information goes away, forcing the user to backtrack to revise the 
query. If the original design does not support good viscosity, it 
may be hard to introduce it later, although there may be 
measurable benefits to doing it. [8] Section 4 offers a more 
detailed analysis of the Yelp! interface.  

3.3 Hidden dependencies 
This dimension assesses the presence of hidden links among 
components of the system whose existence may be hard for users 
to learn. If these links impact people understanding of important 
system functions, the design should be rated unfavorably on this 
dimension. For example, “personalized search” learns from users’ 
[9] or groups’ [1] interactions with search results about their 
preferences, and uses that personalization information to affect 
search rankings. While this approach may improve precision, it 
may become progressively more difficult to understand why a 
particular document was or was not retrieved in response to a 
given query.  
This dimension is also related to viscosity. In this case, however, 
the interface may not reflect to the user that a prior action is now 
affecting system responses, and it may not be obvious how (or 
even possible) to undo the effects of hidden dependencies. 

3.4 Visibility 
Visibility reflects how easy it is to view the various aspects of the 
system. It is related to the notion of affordance. A deep menu 
system may exhibit poor visibility. For example, Google’s Trends 
search may generate output automatically in response to certain 
queries (cf. consistency, below) but if the searcher knows that 
they want to perform a search on structured data, they need to 
either have to remember the name and search for it, or they need 
to navigate a deep menu hierarchy (more/even more/labs/Google 
Trends) to discover the right place to search.  
Poor visibility is particularly problematic with faceted search if 
the user cannot easily add, remove, or refine facet specifications. 

3.5 Consistency 
This is an obvious measure of the degree of similarity of means of 
accomplishing similar goals in different parts of the interface. It 
applies to layout (e.g., where people look for the search interface 
on a web site, where facets selection lists are located, etc.) and to 
the availability of features. The previous Yelp! example shows a 
degree of inconsistency because the query refinements are not 
available on a details page of a search result. Medynskiy et al [8] 
describe other challenges to making that interface more 
consistent. 

3.6 Hard mental operations 
Operations that rely on a user’s concentrated attention may pose 
usability problems, particularly when a user may not have the 
right background knowledge to perform the operation, or may be 
operating with divided attention. Wolfram|Alpha’s minimal 
interface that requires users to enter syntactically-complex queries 
is a good example of hard mental operations; Boolean query 
interfaces (notorious for being error prone for a variety of 
reasons) are a good example of hard mental operations. 
Occurrences of hard mental operations may be exacerbated by 
high viscosity or premature commitment situations where the user 
may find it difficult to know what to do or what to undo when an 
error or unexpected result is observed. 

3.7 Role-expressiveness 
This dimension reflects how well the various visual components 
of an interface reflect their purpose and the operations available 
on them. Can the user find the search box? Is it obvious how to 
compare documents? 
While common controls have become reasonably standardized, 
less common tools such as query expansion or certain kinds of 
faceted search may require more attention from the interface 
designer to make the purpose of the controls and the manner in 
which they should be used obvious, particularly when they are 
intended to support activity that may involve hard mental 
operations. The interface should strive for transparency rather 
than being cluttered with many controls that are used infrequently 
or whose purpose is not immediately clear. 

3.8 Progressive evaluation 
How easy is it for people to assess what they’ve discovered, how 
much progress they’ve made toward their goal? This dimension 
becomes particularly important for exploratory search. Interfaces 
that make it difficult to see which documents have been ‘saved’ or 
bookmarked, or ones that hide users’ query history, requiring 
additional interaction to see what has been done may hamper 
people’s exploratory search activities, because being able to get 
an overview of what has been found or query tactics that have 
been used may be a useful tool for assessing progress toward 
satisfying the information need that motivated the search in the 
first place. 

4. AN EXAMPLE 
You are planning to attend what promises to be an excellent 
workshop in the DC Area, and would like to plan ahead for some 
nice meals. The Yelp site offers a large listing of restaurants in the 
area, so it is an obvious choice to start looking. A search for 
“restaurants near catholic university of america" produces a map 
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Figure 3. Selecting categories 

and a list of four restaurants: one has a review, two are fast food 
chains, and the fourth is called “Capital City Rehab Center.” 
Clearly the query needs to be refined, for which purpose the site 
offers two possibilities: the ambiguously labeled “show filters” 
link, and a link labeled “Mo’ Map” (Figure 1 and Figure 2). 

 
Figure 1. "Show Filters" link 

 
Figure 2. "Mo' Map" 

Zooming out on the map increases the number of available 
restaurants to 121, a nice example of low viscosity. To refine the 
search, however, you need to know that “show filters” will allow 
you to select restaurants by cuisine, price, etc. “Filters’ is an 
overly-technical term that has poor role expressiveness and 
visibility. Giving a few examples (e.g., “by price”, “by cuisine,” 
etc.) would make it easier to transition to the next query 
refinement stage. 
The filter interface lets you specify distance, features, price, and 
category, in addition to expanding to other cities and sorting the 
results. As you scroll down the list (which, with the distance 
expanded to two miles, now has 1695 entries), the map moves 
with you, again illustrating low viscosity. When price and features 
are specified, the category list is updated automatically, although 
only showing four items by default requires an extra step to see 
more categories (Figure 3). 

With the selected cuisines, the 
list is reduced to 75 restaurants. 
The sort order is not apparent: 
there is no indication in the 
interface, and casual inspection 
of the top five results rules out 
distance, number of reviews, 
and ratings. That leaves “Best 
Match” as the only seemingly 
possible order criterion, but it is 
not clear what that means. Thus 
we would classify this as a n 
example of a hard mental 
operation that affects the 
transparency of results.  

The information displayed for each entry in the list also shows 
high viscosity and poor visibility because even though the price 
was restricted, the actual values for the retrieved restaurants were 
not shown. Instead, each link has to be interrogated individually 
to get that information. Nor does the system allow results to be 
grouped by price or by category, requiring the filter to be 
modified instead. This is another example of high viscosity.  
It appears impossible to save promising restaurants in an ad hoc 
manner to generate a short list to pick from at the end of the 
search. This shows poor progressive evaluation, requiring some 
external record of promising locations.  
Selecting a restaurant page creates a new set of usability 
challenges: although the map is still shown, it no longer displays 
other matching restaurants, although now it allows restaurants to 
be “bookmarked,” showing high viscosity and poor consistency. It 
should be possible to bookmark a restaurant in any view. 
Viscosity is even worse when the back button is pressed, because 

the filter changes from a two-mile to a five-mile radius, increasing 
the number of matches and changing the size and scale of the 
map. 
Yelp offers a link to browse nearby restaurants, but completely 
forgets the filters that had been set up just before. Instead, it 
shows a full list of available cuisines in the Zip code of the 
selected restaurant, but this view does not allow multiple 
categories to be selected, again demonstrating high viscosity and 
poor consistency. The “show filters” link is available below this 
list of categories, but it is not opened, requiring additional 
interaction from the user to refine the query. Furthermore, it no 
longer offers a category aspect for multiple selection, and offers 
“San Francisco” as a possible city to search. When the filter is 
engaged to re-create the original query, the list of cuisines 
persists, showing all cuisines available in the DC area, rather than 
the version available initially (Figure 3). The lack of consistency 
here is staggering. 
This example illustrates several usability problems encountered 
during a short search session. It is by no means a definitive 
usability analysis of the Yelp! site, and is meant only to show the 
flavor of cognitive dimensions analysis. Although none of the 
problems identified above is critical, they do, in combination, 
affect the quality of the search interaction and may cause people 
to miss useful results or to repeat themselves. In more mission-
critical or time-sensitive situations, these interface problems can 
contribute to more costly mistakes than not finding a great place 
to have dinner. 

5. CONCLUSIONS 
T.R.G. Green’s Cognitive Dimensions Theory offers an 
interesting and powerful toolbox that can be used to characterize 
and reason about search interfaces without descending into the 
minutia of particular designs. The vocabulary of cognitive 
dimensions can form an effective shorthand for expressing 
complex characteristics of interfaces and systems, and therefore 
can improve communication between designers, system builders, 
and other stakeholders. While it was designed for broad 
applicability to information artifacts of all kinds, it is particularly 
useful for characterizing the kinds of complex systems that people 
are using to fulfill their information needs. 
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ABSTRACT 
Assessing cognitive load on web search is useful for 
characterizing search system features, search tasks and task stages 
with respect to their demands on the searcher’s mental effort. It is 
also helpful in examining how individual differences among 
searchers (e.g. cognitive abilities) affect the search process and its 
outcomes. We discuss assessment of cognitive load from the 
perspective of primary and secondary task performance. Our 
discussion is illustrated by results from a controlled web search 
study (N=48). No relationship was found between objective task 
difficulty and performance on the secondary task. There was, 
however, a significant relationship between search task stages and 
performance on the secondary task. 

Categories and Subject Descriptors 
H.1.2 [Models and Principles]: User/Machine Systems – human  
information processing H.3.3 [Information Storage and  
Retrieval]: Information Search and Retrieval – search process 

General Terms 
Measurement, Performance, Experimentation, Human Factors. 

Keywords 
Cognitive load, search task, user behavior. 

1. INTRODUCTION 
Web search behavior is affected by the task, system, and 
individual searcher characteristics. These factors, either alone or 
in combination, influence the level of difficulty experienced by a 
searcher. One kind of difficulty is related to mental, or cognitive, 
requirements that are imposed by the search system or the task 
itself. Understanding what contributes to a user’s cognitive load 
on search tasks is crucial to understanding the search process and 
to identifying search tasks types and search system features that 
impose increased levels of load on users. As new user interfaces 
and interactive features are introduced into the information search 
systems we need to understand how the new functionality affects 
user performance and the system usability, usefulness, and 
acceptance. For example, user relevance feedback is a feature that 
was reported to be avoided by users due to the heightened 
cognitive load [1].  
In the next section we briefly discuss cognitive load and provide a 
short overview recent research that used cognitive load in the 
context of information search. We then highlight our results 
demonstrating that mental effort varies across search task stages.  

2. BACKGROUND 
The concept of cognitive load has been used in various fields that 
deal with the human mind interacting with external stimuli (e.g., 
ergonomics, psychology, learning). In this paper, we define 
cognitive load can as the mental effort required for a particular 
person to complete their task using a given system. Hence, at any 

point in task performance, cognitive load is relative to the user, 
the task being completed, and the system employed to accomplish 
the task. 
It should be clear that cognitive load is of interest to interactive 
information retrieval researchers for two reasons. First, it can be 
used to characterize search interfaces with respect to cognitive 
cost. Second, it can be used to characterize user tasks and their 
elements with respect the required mental effort. Both 
perspectives have a long history in human factors and human-
computer interaction literature. Most recently, the first approach 
was elaborated by Wilson and schraefel at the last year’s HCIR 
workshop [16]. Wilson and schraefel proposed Cognitive Load 
Theory [4] as a tool useful in estimating cognitive costs of 
information search interfaces and proposed an inspection-based 
evaluation framework [18]. In other related recent work that 
exemplifies the first approach, Harper and colleagues established 
web page ranking according to their perceived visual complexity 
and linked it with cognitive load [9]. 
In CLT terminology, the first approach deals mainly with extrinsic 
load, that is with the complexity imposed by search interface and 
system. The second approach, deals mainly with intrinsic load, 
that is with search task demands on user’s cognitive resources. 
The primary goal of the first approach is to lower the extrinsic 
load so that user can commit more cognitive resource to the good 
germane load that facilitates task performance. The primary goal 
of the second approach is to understand better mental 
requirements of search tasks. A factor that often mediates the 
effects the task and the system are the user’s cognitive abilities 
(e.g., [6]).  
This paper promotes the second approach, and also considers 
selected cognitive abilities in addition to task performance factors. 

2.1 Measurement of Cognitive Load  
Methods used to date to assess cognitive load included searcher 
observation, self-reports (e.g., using questionnaires, think-aloud 
protocols, and post-search interviews), dual-task techniques [5], 
[11], and various approaches that employ external devices to 
collect additional data on users (e.g., eye-tracking, pressure-
sensitive mouse and other physiological sensors [10]). The two 
latter groups of techniques have the advantage of enabling real-
time, on-task data collection. However, use of external devices 
can be expensive and impractical. Hence, the promise of dual-task 
(DT) method that allows for an indirect objective assessment of 
effort on the primary task. Only few studies employed this method 
to assess cognitive load in online search tasks [12][5].  
The dual-task technique measures directly instantaneous cognitive 
load at discrete points in time. The discrete values are typically 
used to calculate averages over time intervals of interest (i.e., 
during performance of a task or a task stage). The average values 
reflect the intensity of the load [13], [19]. The intensity is related 
to the overall load perceived by a person, but is not necessarily the 
same, as it is often assumed.  
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We present a study that employed the dual-task method as the 
technique for assessing cognitive load on web search tasks.  

3. METHODOLOGY 
The details of the experimental methodology were reported in [7], 
[8]. However, the results presented in this paper have not been 
reported earlier. This section provides only this information that is 
needed for understanding the main points.  

Forty-eight subjects participated in a controlled web-based 
information search. Two cognitive abilities were assessed, 
working memory and spatial ability. The study search tasks were 
designed to differ in terms of their difficulty and structure. Two 
types of search tasks were used: Fact Finding (FF) - find one or 
more specific pieces of information, and Information Gathering 
(IG) - collect several pieces of information about a given topic. 
The tasks were also divided into three categories based on the 
structure of the underlying information need, 1) Simple (S), 
satisfied by a single piece of information; 2) Hierarchical (H), 
satisfied by finding multiple characteristics of a single concept (a 
depth search); 3) Parallel (P), satisfied by finding multiple 
concepts that exist at the same level in a conceptual hierarchy (a 
breadth search) [15]. Based on these characteristics, the tasks 
were categorized into three levels of “objective” difficulty. FF-S 
was assigned low difficulty level, FF-P and FF-H middle-
difficulty level, and IG-H and IG-P high difficulty level. During 
the course of each study session, participant performed a set of six 
tasks of differing type and structure. The search tasks were 
performed on the English Wikipedia by using two search engines 
with the associated search interfaces: U1 Google, and U2 ALVIS 
[3]. The order of tasks was partially balanced with respect to the 
objective task difficulty to obtain all possible combinations of 
low-medium-high and high-medium-low difficulty within the 
groups of three tasks. This yielded four task rotations that were 
repeated for two orders of user interfaces. Thus there were eight 
task/UI rotations. 

A secondary task (DT) was introduced to obtain indirect objective 
measures of user’s cognitive load on the primary search task. A 
small pop-up window was displayed at a fixed location on a 
computer screen at random time. The pop-up contained a word 
with a name of a color. The color of the word’s font either 
matched or did not match the name of the color. Participants’ 
were asked to click on the pop-up as soon as they noticed it. The 
secondary task involved motor action, as well as visuo-spatial and 
verbal/semantic processing. The modalities of the primary task 
and the secondary task overlapped. One could have reasonably 
assumed that higher demands on cognitive resources by the 
primary search task would be reflected in lower performance on 
the secondary task. 

3.1 Data Collection and the Measures 
User interaction was recorder by Morae screen cam software from 
TechSmith and by the secondary task software. The interaction 
logs that were used in the analysis presented in this paper included 
time-stamped sequences of visited web pages, keyboard clicks, 
and mouse clicks. The latter were recorded for the primary and the 
secondary task.  

User search process was divided into four main task stages 
(Figure 1). We used a semi-automatic process to segment user 
interaction data into task stages. The process involved classifying 
URLs, and detecting patterns in the keyboard and mouse data. The 

data collected for 48 users contained 288 tasks and 1447 task 
stages.  

The two main controlled factors were the objective task difficulty 
(OBJ_DIFF) and the search system (UI). The additional two 
independent factors were the levels of working memory (WM) 
and spatial ability (SA). We assessed intensity of cognitive load 
within each task stage by calculating the average reaction time 
(RT) to the secondary task events.  

4. RESULTS 
The analysis presented in this paper focuses on the relationship 
between the independent variables and the performance on the 
secondary task (RT). The analysis was performed at the task and 
the task-stage levels. 

 
Figure 1. State diagram of task stages. 

 
An analysis of covariance (ANCOVA) performed with the 
objective task difficulty, task stage and user interface as fixed 
factors and with the cognitive abilities as covariates revealed that 
mean reaction time differed significantly between task stages 
(F(3,862)=6.2, p<.001) and was significantly related to both 
cognitive abilities (F(1,862)=5.5, p<.05 for WM and 
F(1,862)=24.7, p<.001 for SA). There was no significant effect of 
the objective task difficulty or of the user interface. Post-hoc 
analysis (Bonferroni test) showed that the mean reaction times 
during the query and the bookmarking stage were significantly 
longer than during the search results list and the content stage 
(p<.05). Other differences were not significant. The differences in 
reaction time between the task stages are shown in Figure 2. 
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Figure 2. Mean reaction time to the secondary task events. 

Reaction time could be considered as containing a component 
related to person (dependent on motor, perceptual, and cognitive 
ability of the person), a component related to task stage 
(dependent on the cognitive demands of the stage), and some 
other components (Equation 1).  

€ 

RTtotal = C +RTperson + RTtask _ stage  (1) 

To further examine the two significant sources of variability in 
reaction time, individual user variability and task stage, we 
considered them separately. An analysis of variance was 
performed with participant identifiers as the main factor and 
reaction time as the dependent. The predicted mean values of 
reaction time and the residuals were then analyzed separately as 
dependents with other previously described independent factors. 
This statistical procedure is essentially equivalent to subtracting  
mean reaction time that is typical for a user in the given 
circumstances (the predicted value that represents 

€ 

RTperson ) 
from the overall reaction time [13]. The resulting reaction time 
(the residual that represents 

€ 

C +RTtask _ stage ) does not contain 
variability that could be ascribed to individual participants. This 
procedure removes the differences in the users’ motor and 
cognitive skills. The expectation was confirmed by finding that 
the “typical” users’ reaction time was significantly related to the 
users’ cognitive abilities, while the residual reaction time was 
significantly related to the task stage. Clearly, the differences 
between task stages were reflected in different reaction times to 
the secondary task events.  
Before we could draw final conclusions one more check needed to 
be performed. The secondary task involved using a mouse. The 
two task stages, during which the average reaction time was found 
to be the slowest (query entry and bookmarking/saving a relevant 
document), involved typically a fair amount of keyboard activity 
(query entry or tag entry). An additional check was thus 
performed to ensure that the longer reaction times were not related 
to the increased keyboard activity. Indeed, we found that the 
number of keystrokes and the time on keyboard were not related 
to the reaction time. We could conclude that the differences in 
reaction time among task stages were likely not due to motor 
activities.   

5. SUMMARY & CONCLUSIONS  
The aim of this paper was to present assessment of cognitive load 
on search tasks as a way of gaining better understanding of the 
web search process by characterizing it with the levels of 
cognitive load.  

We described user study that employed dual-task method as a 
technique for assessing cognitive load on web search tasks. The 
results showed that mental effort varied across search task stages. 
To our knowledge, this is the first study that demonstrated such an 
effect.  
Our study also makes a methodological contribution. The results 
indicate that measures of cognitive load intensity may be sensitive 
to dynamic changes in task demands (such as the changes between 
task stages) and not sensitive to the differences between tasks. 
This finding explains why Schmutz and colleagues [14] and why 
our earlier analysis [7] of dual-task performance did not find 
significant relationships between reaction times and tasks.   
Understanding mental effort imposed by task stages informs the 
design of search systems. It indicates, indirectly, during which 
stages the searchers may be more likely to have “spare” mental 
capacity and be willing to provide additional information to the 
system (e.g., relevance feedback). It could also be used in the 
design of notification delivery from other computing tasks [1]. 
Beyond the implications of specific results, the described method 
of assessing cognitive load can be applied in other web search 
contexts. It could be used in experiments designed to measure 
extrinsic load (related to the specific user interface), and, possibly, 
to corroborate results of evaluation frameworks such as the 
recently proposed approach [18]. 
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ABSTRACT
Finding a suitable video fragment in a vast video archive
is mostly a complex task. Even professional users have to
skim many hours of stored video data before they find the
desired content. In this paper, we present a user-centred
software engineering approach that is employed to create
a novel news video explorer for TV broadcasting industry.
This approach helps to ensure the balance between the tech-
nological progress in the field of information retrieval on the
one hand and the needs and goals of the end users on the
other hand.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems—
Human Factors; H.5.2 [Information Interfaces and Pre-
sentation]: User Interfaces—User-Centered Design; H.3.3
[Information Storage and Retrival]: Information Search
and Retrieval—Information filtering, Selection Process

General Terms
Design, Human Factors

Keywords
User-Centred Software Engineering, Searching and Browsing
Video Archives

1. INTRODUCTION
In TV Broadcasting industry, professionals frequently have

to search a vast video archive. Finding the desired video is
often a difficult task using search engines for commercial or
professional use. Moreover, retrieving a suitable fragment of
a few seconds mostly requires users to skim many hours of
stored video data using traditional video player software. In
order to optimise this task, more advanced video browsers
and visualisations are currently being employed in several
research projects [2, 3, 6, 12, 14].

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
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permission and/or a fee.
HCIR ’09 Washington DC, USA
Copyright held by the authors.

In this paper, a User-Centred Software Engineering (UCSE)
approach is being employed to construct novel video infor-
mation retrieval visualisations for the TV broadcasting do-
main. As a first step in this approach, TV researchers are
interviewed and observed while they are working in their
natural environment. This results in a better understanding
of their practices and problems and helps taking the needs
and goals of end users into account from the beginning of
the process. By observing the end-users before any design
takes place, the resulting visualisations can offer increased
ease of use, efficiency and satisfaction [13].

The work in this paper is carried out within the context of
the AMASS++ project [7]. This project aims to investigate
the alignment and summarization of multimedia archives.
The visualisations presented throughout this paper are built
on top of the AMASS++ annotated news video corpus.

In summary, the major contributions in this paper are:

• a UCSE process employed in cooperation with a TV
broadcasting company;

• an interactive prototype for exploring news videos, re-
sulting from the aforementioned UCSE approach. The
visualisations employed in this prototype are suited for
TV researchers.

2. USER-CENTRED PROCESS
To provide suitable visualisations for the target group, we

followed a user-centred software engineering approach. By
involving end users from the beginning of the development
process, it is more likely that the visualisation of the final
user interface corresponds to their needs and goals [13]. The
development process that is applied, is based on a framework
for user-centred software engineering [4]. Figure 1 shows all
stages of the process, including extracts of the artefacts that
were used during each stage.

The end users involved in this development process are
TV researchers. In the first stage of the process, where the
new system is examined, a Contextual Inquiry (CI) is con-
ducted in cooperation with the TV broadcasting company.
A CI involves observing and interviewing end-users while
they are performing their daily activities. This user study
learned us that TV researchers need to browse large amounts
of data. Their main job is to search video fragments of
news broadcasts presenting particular people or situations
that will be used in a TV programme or news broadcast.
Based on keywords and other search criteria (e.g. date, pro-
gramme title) the archive is searched to find suitable video
fragments. Currently the videos in the archive are annotated
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Figure 1: The user-centred process that was adopted
for the development of the user interface.

manually, which allows the selection of appropriate archive
videos. However, once a video is selected from the archive,
the TV researcher has to browse the entire video manually
in order to find and select a suitable fragment. Moreover,
to carry out the different tasks, the user needs to combine
several separate applications, which decreases efficiency.

The CI resulted into a scenario of use and an accompany-
ing storyboard, that exemplify how one integrated future
application can be used for searching archives, browsing
an archive video and adding video fragments to a favorites
folder. The storyboard was used to discuss the application
with the stakeholders and provided the first data for the
structured interaction analysis, in which a dialogue model
and a conceptual model were created. Each artefact created
in these early stages, was used for prototyping the UI.

Figure 2: The search user interface.

The first low-fidelity prototypes of the user interface were
created using pencil and paper and Powerpoint. Following,
the high-fidelity prototypes were created in .NET. During
several iterations, the low- and high-fidelity prototypes were
verified in stakeholder meetings, features were added grad-
ually and a graphic designer was involved for the detailed
UI design. The UI designs and visualisations, included in
the high-fidelity prototype, are discussed in the following
section.

3. NEWS VIDEO EXPLORER PROTOTYPE
During the aforementioned UCSE process, a news video

explorer prototype was iteratively constructed. The user
interface of this system contains two major parts: a search
user interface and a video browser. While the former helps
with finding the suitable video, the latter supports end users
in skimming this video to locate and save content of interest.

3.1 Search User Interface
In order to find the right video, users start with enter-

ing a search query containing a keyword and/or date range
in the search user interface (see Figure 2, left). Based on
this information, the system retrieves a set of relevant news
videos (see Figure 2, right). The location and size of each
video thumbnail indicate the relevance with respect to the
search query: the most relevant videos are bigger and lo-
cated in the center of the screen. By replacing and resizing
the video thumbnails, users can also sort the search results
themselves.

Each video is represented by an animated slideshow of
key-frames, which are computed by the shotcut detection
algorithm described by Osian et al. [9]. When a video seems
to be interesting, users can double click on it to open the
video browser. We employed a keyframe-based abstraction
technique since these have been shown to be effective in
helping people quickly obtain a general understanding of
what is contained in a video [2].

3.2 Video Browser
The video browser combines an advanced time slider, based

on the time sliders in commercial video players such as Ap-
ple Quicktime Player and Microsoft Windows Media Player,
with a timeline video visualisation [6]. A time slider is em-
ployed to manipulate the current time of the played video

Page 59 of 122



Figure 3: The video browser.

fragment (Figure 3, part A) and to specify an area of interest
around this time (Figure 3, part B). The timeline (Figure 3,
part C) gives a detailed view on the content in this area of
interest.

The combination of the advanced video time slider with
the timeline is in line with the basic idea of focus+context
in information visualisation [1]. Context, on the one hand,
is visualised using the video time slider, where red dots in-
dicate the parts of the video relevant to the search query.
Focus, on the other hand, is visualised in the timeline. Sim-
ilar to other timeline based approaches [11], we use semantic
zooming to specify the level of detail in the timeline. By re-
sizing the focus area in the time slider (Figure 3, part C),
users can zoom in or out on the video timeline. As shown
schematically in Figure 4: a small focus area increases the
level of detail in the timeline, a wider focus area decreases
this level of detail.

The timeline shows a layered view on the video as com-
puted by information retrieval algorithms for video and man-
ual content annotations [7, 9, 10]. At the first layer, the
title of every news item in this video is shown. This layer is
further subdivided in several sublayers each containing story
and scene information. The two remaining layers of the third
timeline contain thumbnails of each shot in the movie and
the names of the persons that appear in these shots. For
example, Figure 3 shows that the topic about the Israeli-
Palestinian conflict starts with the news anchor, followed by
a presentation, the anchor again and a reportage. The faces
layer reveals the names of the anchor (Alistair Yates) and
presenter (Ban Ki-moon) together with a thumbnail.

The video browser contains several mechanisms to keep
an overview on the large amount of information that is visu-
alised in the timeline. Each layer can be maximised/minimised
by clicking on its toolglass icon. In order to hide a layer,

Figure 4: The semantic zoom function.

users can gray out the eye buttons (see Figure 3, part D),
comparable to layers in traditional graphics software pack-
ages. Content filters (see Figure 3, part E) are provided to
filter content from the timeline. For example, a user can
check the anchor filter to remove the anchor blocks from
the timeline. Users can also bookmark interesting blocks of
content for later use.

4. DISCUSSION AND FUTURE WORK
This paper presented a news video explorer for the TV

broadcasting industry, realised by means of a UCSE process.
First, the user tasks were observed and analysed, followed by

Page 60 of 122



the creation of structured interaction diagrams. Through-
out the low- and high-fidelity prototyping stages, the struc-
tured interaction diagrams were used for verification of the
prototypes. At several stages in the process, artefacts were
discussed and verified in stakeholder meetings.

During the user-centred process, intermediate prototypes
were frequently verified in stakeholder meetings. This re-
sulted in interesting recommendations for the news video
explorer presented in this paper. Although experts of the
domain were involved in these meetings, thorough valida-
tion is needed to estimate the value of our news video ex-
plorer for TV researchers. Comparative and repeated user
experiments could be helpful to improve our prototype and
to discover the way in which the news video explorer can
change daily practice for the TV researchers over time.

Our current prototype allows TV researchers to search and
browse the video archive on their desktop pc. However, for
meetings and assembling videos, they often have to move to
other locations where it is not possible to consult the videos
or different applications need to be used. In their current
system, video files have to be saved on a central server in
order to make them accessible on multiple PCs and loca-
tions. The use of modern devices such as multitouch tables
or mobile devices might improve this approach. Therefore,
we are currently investigating how the UI designs presented
in this paper can be extended to other platforms such as a
multitouch table and a ultra mobile pc. While a multitouch
application is helpful for presenting and discussing archive
videos during editorial meetings, a mobile application can
assist journalists for carrying on particular videos or quick
searches on location.

As indicated by the arrow on the left of Figure 1, tar-
geting novel computing platforms is done by starting a new
iteration of the user-centred process. Tool support [8, 5]
for storyboarding and multi-device UI development will be
investigated and deployed to provide smooth transitions be-
tween several stages in the user-centred process.

Besides video libraries, the AMASS++ project aims to
provide technologies for cross-media and cross-language search
and summarization in several application domains. There-
fore, we will explore text based visualisations that allow
users to quickly browse a text and its related multimedia.
Additional visualisations of the search results, including map
and timeline views, will also be considered here.
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ABSTRACT 
Faceted based search is an increasingly common part of search 
interfaces.  This study examines the use of a library catalog search 
interface which supports but text searching and faceted based 
searching. Log analysis is performed of library catalog search 
records to analyze how and when faceted based searching is used 
in conjunction with text based searching.  The logs are from the 
Triangle Research Libraries Network, which all use an Endeca 
based catalog search system.  Results show that faceted based 
search is used much less frequently than text searching, and the 
usage clusters into certain categories of search behaviors.    

Categories and Subject Descriptors 
H.1.2 [Information Systems]: USER/ MACHINE SYSTEMS— 
Human information processing 

General Terms 
Human Factors, Measurement 

Keywords 
Faceted based searching, text searching, library catalog, searching 
behavior, transaction log analysis, cluster analysis, Markov model, 
action pattern 

1. INTRODUCTION 
The purpose of this paper is to demonstrate a method for 
harvesting, storing, and analyzing data from the transaction logs 
of modern, faceted, search and browse Online Public Access 
Catalogs (OPACs). Faceted navigation OPACs, such as the ones 
in current use at the Triangle Research Libraries network (TRLN, 
comprised of the University of North Carolina, North Carolina 
State University, Duke, and North Carolina Central University), 
provide users with the ability to explore library collections by text 
searching and facet selection. Faceted search engines are 
emerging as the latest trend for search and navigation on library 
Online Public Access Catalogs (OPACs), as well as public 
libraries, WorldCat and general purpose search engines. Different 
from traditional OPACs, faceted search exposes the metadata 
(facets) that summarize records generated by the initial query as 
part of an interactive interface, allowing users to drill down along 
a particular dimension to desired results.  
Since the faceted navigation catalogs are new, there is little data 
or literature available to suggest that these catalogs actually 
improve the user experience over traditional OPACs that offer 
only text searching. Through transaction log data analysis, this 
research aims at revealing the ways users interact with Endeca 

systems in UNC Library and find how people incorporate facets 
into their search process. In addition, it makes a methodological 
contribution of how we extract and process the transaction log 
data and how we apply some analytical methods (Markov 
stochastic modeling, cluster analysis) to the data to find search 
patterns for library catalog patrons.    

2.  RESEARCH QUESTIONS 
The broad research question for this research is to investigate how 
people use facets in combination with text search in faceted 
library catalog. Under this broad question, we have three sub-
questions: 1) How do people use facets to help them in their 
search process?  Is it only as a refinement? Is text searching the 
assumed starting point for most faceted searches?  How 
frequently do they use faceted search? 2) Do search sessions 
naturally segregate into certain types of search patterns that are 
discernable by log analysis? 3) When facets are utilized during 
the search process, are there any typical action sequences 
(patterns) commonly seen?  

The first sub-question can mostly be answered by the descriptive 
statistics from the log data. The second and the third sub-
questions require additional analytical methods to resolve. 

3. RESEARCH METHODS 
3.1 Data Extracting and Processing 
While records from all the TRLN libraries are being analyzed as 
part of this project, the data reported in this paper are from the 
UNC library catalog over the period of Dec 16, 2008 to April 2, 
2009.  Over 1,200,000 query records logged by UNC Library 
Apache Server were cleaned and processed using Perl scripts and 
a MySQL database. Perl scripts were used to filter, parse, group 
and code the raw log. The MySQL database was used primarily as 
a way of sorting the data according to a particular variable and 
also joining two datasets based on a particular field.  

A typical transaction record looks like this (on a single line): 

71.70.185.34 - - [09/Mar/2009:00:13:53 -0400] "GET 
/search?Ntk=Keyword&Ne=2+200043+206475+206590+11&N=206432&Ntt
=boston+globe HTTP/1.1" 200 40035 
"http://search.lib.unc.edu/search?Nty=1&Ntk=Keyword&Ntt=boston+globe" 
"Mozilla/5.0 (Macintosh; U; PPC Mac OS X 10.4; en-US; rv:1.9.0.7) 
Gecko/2009021906 Firefox/3.0.7" 

If we parse the single line of the server log into components, we 
will get the information like this: 
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Table 1. Single line of server log parsed into components 

Client IP 
Address 

71.70.185.34 

Date and 
Time Stamp 

[09/Mar/2009:00:13:53 -0400] 

Request URL  /search?Ntk=Keyword&Ne=2+200043+206475
+206590+11&N=206432&Ntt=boston+globe 

Referring 
URL 

http://search.lib.unc.edu/search?Nty=1&Ntk= 
Keyword&Ntt=boston+globe 

 

The URL parameters encode the user's search request. The 
parameters of interest are listed in table 2. 

 

Table 2. URL parameters 

Search Field “Ntk” Keyword 

Text String 
(Query) “Ntt” 

boston+globe 

Facet Used “N”  206432 (unique ID of facet value, stands 
for “Format: online”) 

Facet Opened to 
Browse “Ne” 

2+200043+206475+206590+11 
(“Availability”, ”Location”, ”Format”, ”Su

bject”, and “Publication Year”) 
'Did you mean?' 
search feature on 

or off “Nty” 

1 
The feature is on 

 

One of the difficulties for processing the log data is to identify 
individual users (sessions). For the log data, a single line of record 
which represents a request is treated as a transaction. Knowing 
only the IP addresses and query times, knowing how to chunk 
several transactions into a session is not trivial. Based on previous 
literature, we considered transactions occurring from the same IP 
address, and without a delay of 30 minutes or longer to be part of 
the same session.  We identified 133951 search sessions for the 
dataset. 

 

3.2 Coding Schema 
An "action" refers to a user's interaction with the system. In most 
cases, a transaction represents a single action. Related to "actions" 
are the codes used to indicate generic categories of requests. 
There are a finite number of things that the user can manipulate 
when interacting with the system and therefore a finite number of 
codes representing actions. In this study, granularity is the main 
concern of adopting a coding schema. According to Wildemuth 
and Moore (1995), more detailed coding schemes are too fine-
grained to make statistical analysis effective, while a coarser 
scheme would not provide enough detail. We decide to use both 
fine-grained coding and course-grained coding schemas to 
complement each other. One can determine the action the user 
took through transition from one state to another by comparing 
what has changed in the request URL and referring URL. In the 
example above, the only difference between the two URLs is the 
appearance of “Ne=2+200043+206475+206590+11&N=206432” 
in the request URL. Therefore, it is inferred that the user opened 
several facets and clicked one at this step.  

 
There are totally 24 possible finer codes and 11 coarser codes. 
Since the amount of the log data is huge, all the coding work was 
completed automatically by Perl script by comparing the state 
change. 

3.3 Cluster Analysis 
To answer the second research question, cluster analysis is 
utilized. Cluster analysis is a statistical technique to create 
categories that fit observations. In this study, search sessions are 
to be clustered according to their similarity. In other words, the 
within-group sessions are alike while the between-group sessions 
are different. Relative proportions of action codes in a particular 
session are treated as the attributes for clustering. To reduce the 
computational cost and avoid subjectively predefining the number 
of clusters, a hybrid approach of hierarchical and non hierarchical 
methods is employed. In the first stage, 133951 sessions are 
divided into 100 clusters using a non-hierarchical method with the 
SAS procedure FASTCLUS. The output of this procedure serves 
as the input to the second stage, a hierarchical method using SAS 
procedure CLUSTER with Ward’s algorithm. We adopted the 
coarser codes as the characteristic variables for the cluster 
analysis because the finer ones were too detailed to separate the 
clusters. 

3.4 Sequential Event Analysis 
To solve the third research question, sequential event analysis is 
applied to examine the action patterns of sessions. Specifically, 
two methods are employed. The first is Markov models checking 
transitions from one state to another. The other is maximal 
repeating patterns (MRP) identifying the actions sequences as 
long as possible for the searchers when they are searching the 
catalog. 

3.4.1 Markov Models 
A Markov model is a stochastic process with the Markov property 
which means that the description of the present state fully 
captures all the information that could influence the future 
evolution of the process. Future states will be reached through a 
probabilistic process instead of a deterministic one. The order of 
Markov models means how many previous states (including the 
current state) influence the choice of the next state 
probabilistically. The simplest form of a Markov model is called a 
zero-order model. It is simply the frequency with which each state 
occurred. The first-order Markov model, also called a state 
transition matrix, reports the probability of the transition from all 
the possible current states to all the possible future states. First-
order Markov models are the types of models most frequently 
found in the ILS literature (Wildemuth, 2009). Higher-order 
models can also be created and evaluated. A second-order Markov 
model takes into account the previous two states in trying to 
predict the next state, and so forth. 

In this study, higher order Markov models are applied to describe 
the sequence of moves performed by searchers in a session. 
Furthermore, an order test (based on the chi-square goodness-of-
fit, Anderson and Goodman (1963)) is conducted to indicate the 
statistical significance of whether the transitions are zero-, first-, 
second or higher order processes. For example, consider a session 
which could be represented as TB-MT-FM-FA-VR (the process 
of beginning a simple text search, then entering multiple terms in 
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the search box, and then showing more values under one facet, 
next refining the search by adding a value of the facet, and finally 
viewing a record). If the process is tested to have the order of 2, 
significant action sequences of this session are all three-move 
thread, like TB-MT-FM. That is, the likelihood of being the state 
FM depends on having been in states TB and MT previously.  

3.4.2 Maximal Repeating Pattern 
Previous literature indicates that people’s information behavior 
varies greatly from one person to another. It is helpful to find 
patterns that are frequently adopted by searchers. Siochi and 
Ehrich’s (1991) algorithm for identifying maximal repeating 
patterns (MRPs) among sequences of behavior is applied to serve 
this purpose. They defined an MRP as “a repeating pattern that is 
as long as possible, or is an independently occurring substring of 
a longer pattern” (Siochi & Ehrich, 1991, p.316). Thus, the 
algorithm systematically identifies those sequences of events that 
occur repeatedly within the data set. By examining what the 
MRPs look like and the frequencies at which they occur, we can 
pick out those we want to investigate further.  
 

3.5 Visualization of Sequential Events 
One of the primary goals of this study is to develop an automatic 
way to visualize the search action steps users take when searching 
the catalog. During the pilot study, a visualization method was 
developed for manually producing a graphical representation of 
action sequences within a session. Shapes and colors represent the 
different actions taken by the user. Twenty-five sample search 
sessions were chosen randomly and then graphical representations 
of their searchers were generated.  Recreating a number of 
sessions manually helps the investigator better understand the 
coding issues, and the different search process, but is not feasible 
for analyzing millions of search records.  Automated visualization 
tools or processes are required for this.  Currently, work is 
underway to automatically generate XML that describes the 
actions, so that simple style sheets can be used to graphically 
render the coded actions for viewing using standard web browsers.   
 

4. RESULTS 
4.1 Are people really using facets to help them 
refine their search? 
After processing through Perl scripts and MySQL database, the 
transactions were grouped into 133951 sessions. The average 
number of moves (actions) in a session is 9. The most frequently 
occurring moves are MultipleTermText and ViewRecord, which 
are the traditional operations in the classic library catalog. Facet 
Operations (OpenFacet, CloseFacet, ShowMoreFacet, AddFacet, 
RemoveFacet, RefineYears) only account up to 6% of the total 
moves. This number is much less than our previous study on the 
usage of NCSU’s Endeca library catalog (40%; Cory, 2008) and 
still less than some other Endeca reports. It might be due to the 
fact that UNC has only been using this facet catalog for less than 
one year, and quite a few users are not familiar with it. 
Additionally, had we excluded some actions which are not of 
searching behavior kind, such as RSS Search and ViewRecord, 
the percent of facet operations would have increased. 
 

4.2 Groups of Users 
As mentioned above, a hybrid approach of non-hierarchical and 
hierarchical clustering techniques is employed to this study. As 
result, 8 clusters were identified based on the dendrogram and 
semi-partial R squared statistic. According to the characteristic 
variables (percentages of actions) of each cluster, we label these 8 
groups as SimpleTextSearch group (few moves and most work is 
entering text string in the search box), DetailedTextSearch group 
(most work is evenly distributed in entering text string and 
viewing records), InDepthTextSearch group (clicking next pages 
frequently), AdvancedSearch group (using advanced search mode 
much more frequently), FacetTextSearch group (facet operations 
combined with text search), FollowupSearch group (clicking into 
the links provided by a particular record), RSS group (using RSS 
feed feature), and Outliers (conducted by Roberts). 
 

4.3 Patterns of actions commonly adopted by 
searchers in FacetTextSearch group 
Since FacetTextSearch (CL 8) is the population of interest in this 
research, Chi-square likelihood ratio test is employed to test the 
order of Markov model for this cluster. As result, the significant 
order is 2. That means the probability of being the current state 
depends on previous two states. Therefore, three-move sequence 
is the significant segment to describe the usage pattern in this 
group. The top 10 most frequent three-move sequences are 
summarized and the top pattern is all text search moves 
(TextSearch--TextSearch--TextSearch). Next most common is the 
pattern of all facet moves (ModifyFacets--ModifyFacets—
ModifyFacets). The top two patterns together only account for 
12% of all the possible patterns. We may infer that there is a wide 
distribution of usage patterns and that the common patterns 
among users are fewer than expected. From the 3rd to the 10th 
position, patterns are combination of text search, modifying facets 
and showing/hiding facets. 

From the transition matrix (first order Markov model) generated 
for this search group, we know that the most likely preceding 
action for modifying facets is text search (38.61%) and for 
showing/hiding facets is also text search (36.59%). Therefore, we 
could infer that text search is assumed as the most likely starting 
point for faceted searches. 

Applying the maximal repeating pattern algorithm (MRP) 
developed by Siochi to the facet search group, we identified 54 
frequent (frequency higher than 500) patterns with 3 to 6 actions 
in each pattern. These 54 sequences are further grouped into three 
families: 1) facet search and then viewing record; 2) text search, 
facet search and then viewing record; 3) repeating (2) twice. 

 

4.4 Visualizing Sequential Events 
A set of rules was developed for the graphical representation of 
action sequence, with different shapes and flows representing the 
search process. For shapes: the green rectangle stands for 
TextSearch; dark green rectangle means AdvSearch; white 
rectangle means off catalog website; red rectangle denotes 
ViewRecord; yellow rectangle stands for NextPage; blue diamond 
means ModifyFacets; Bright blue diamond means 
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ShowHideFacets; white cloud means SortResults; and grey shapes 
means clicking the back button of the browser.  In the chart, 
vertical flow stands for entering new search words which will 
generate a new result set, while the horizontal flow means 
refining the current search under the same text search words.  
Below is an example of the application of this rule to one search 

session. In this graph, the search words, the search field, the facet 
being incorporated, and the time spent on a particular 
manipulation are all displayed. The longer third and fourth lines 
indicate that the searcher kept refining his/her search through 
adding and removing facets or displaying facets.  

  

 
Figure 1. Example visualization of one search session 
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ABSTRACT 
Any large data set such as Freebase that contains a large number 
of types and properties accumulated over actual use rather than 
fixed at design time poses challenges to designing easy-to-use 
faceted browsers. This is because the faceted browser cannot be 
tuned with domain knowledge at design time, but must operate in 
a generic manner, and thus become unwieldy. 

In this work, we propose that support for a particular kind of text-
based queries can let users perform faceted browsing and set-
based browsing operations on such data sets with the ease and 
familiarity of conventional keyword search. For example, the text 
query “german car companies founders” can replace the actions of 
filtering all Freebase data by type to “company”, by industry to 
“car”, and by country to “Germany”, and then pivoting to those 
companies’ founders. From there, the user can perform faceted 
browsing actions to refine the already narrow collection further. 
We describe an algorithm for parsing these collection queries and 
demonstrate an implementation that works on Freebase. 

Categories and Subject Descriptors 
H.5.2 [User Interface]: Interaction Styles, Natural Language. 

General Terms 
Algorithms, Design, Human Factors, Languages. 

Keywords 
Search, pidgin, faceted browsing, set-based browsing, graph data. 

1. INTRODUCTION 
The faceted browsing paradigm has been very effective in letting 
casual users browse through large data sets by performing simple 
actions of picking suggested filters to apply. This paradigm 
remains effective as long as the schemas in the system are known 
a priori so that the interface can be configured based on the 
schemas. For example, an online retailer can be expected to know 
all types of product that it offers, as well as important aspects of 
each type of product (e.g., resolution for televisions, maximum 

zoom for cameras). Such domain knowledge helps configure the 
faceted browser, making it optimal for the domain in question. 

Domain knowledge is difficult to obtain and use in such a 
data set as Freebase in which new schemas are added over actual 
use rather than fixed at design time. Freebase currently contains 
some 3,000 types (e.g., company, book author) and over 30,000 
properties (e.g., country where a company is founded, books 
written by an author). Users can add new topics to existing types 
or they can add entirely new types and properties. Providing a 
faceted browser over even just the stable types and properties is 
still a challenge for two reasons. 
• Consumer-facing faceted browsers typically have one over-

arching type under which all data can be organized. For 
example, online retailers deal primarily with products; 
libraries deal with books. In Freebase, there is no over-
arching type: users are as likely to search for companies as 
they are for book authors, or any one of the 3,000 types. 

• Types in existing faceted browsers are isolated. When users 
search for televisions in an online retailer, there’s little 
chance that they would be concerned with cameras at the 
same time. In contrast, on Freebase where types are highly 
interconnected, users might want collections defined by 
multiple types, such as “pharmaceutical companies funding 
republican politicians’ campaigns.” The more interconnected 
the types are, the more the potential ways to define 
collections, and the more facets the browser has to offer. 

These challenges are inherent in any data set that resembles 
Freebase. That includes other comprehensive semantic web data 
sets such as Dbpedia, or even smaller, personal semantic web data 
sets accumulated by gathering tidbits from several data sources 
using something like Tabulator [3] or Piggy Bank [4]. 

We note that these challenges are acute at the beginning of 
any faceted browsing session when the collection to deal with is 
still large and/or heterogeneous. After applying a few filters, the 
collection gets small and homogeneous enough for faceted 
browsing to be effective again. 

We propose that just when the user wants to search a large, 
interconnected data set, a particular class of text-based queries can 
be supported for filtering the data down to a manageable 

 
Figure 1. As the user types a query into the Freebase Cubed suggest widget, the query is interpreted and the interpretations are 

shown in a drop-down menu. When an interpretation is hovered using the mouse or selected using the keyboard, a fly-out 
appears to show the interpretation’s details. 
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collection. These collection queries have a syntax that maps to 
faceted browsing operations (filtering) and set-based browsing 
operations (pivoting), and are sufficiently natural for casual users. 
An example is “german car companies founders”, which maps to 
filtering by type to company, by industry to car, by country to 
German, and then pivoting from those companies to their 
founders. Other examples include: 
• frank wright buildings 
• female african american politicians 
• kate winslet drama films directors 

We observe that some existing web searches already follow this 
syntax. Issuing such a query today performs a keyword text 
search, whereas we propose that it be translated to and performed 
as a structured query. 

We describe an algorithm for parsing collection queries, 
demonstrate a prototype called “Freebase Cubed,” and show how, 
as a simple search textbox, it fits into more places than faceted 
browsing UIs can (Figure 1). We plan to use this widget on 
Freebase.com and in Freebase-powered web applications to 
introduce users early to collections and surface the richness of the 
data within Freebase even in places where full-blown faceted 
browsing UIs cannot be afforded. 

2. GENERAL DEMAND 
While Freebase as an enormous, richly-interconnected data source 
needs something more than the conventional faceted browsing 
paradigm to be accessible to the general public, we wanted to 
further determine if that solution will also benefit the Web itself, 
and the Data Web to come. To know if web users already issue 
web searches resembling collection queries, we conducted a 
preliminary investigation over web searches relevant to the types 
in Freebase using Google Insights [1] and Google Suggest API 
[2]. For each of the few hundred most populated types in 
Freebase, we pluralized its name (e.g., /government/polician to 
“policians”) and submitted that text to Google Insights, from 
which we could download a table of web searches that Google 
deemed related to that text (e.g., “indian politicians”, “female 
politicians”). For each of those related web searches, we ran it 
through the Google Suggest API to retrieve its search volume. 
While there is no official documentation for the Google Suggest 
API, developers on the Web have assumed that the “num_queries” 
values that it returns are search volumes. For example, Google 
Suggest API returns 102 million “num_queries” for “black 
politicians”. If this assumption holds, our investigation indicates 
sizeable search volumes for web searches related to type names in 
Freebase, and many of these web searches do take the form of 
collection queries. 

From this investigation, we contend that these non-negligible 
search volumes on what we consider to be collection queries are 
evidence that some web users already want to search for 
information on collections (e.g., “black politicians”) rather than 
single, specific topics (e.g., “barack obama”). Not only does this 
early result signify demand, but it also suggests that if we were 
able to support collection queries, then users would be ready to 
use them without much learning. 

3. INTEGRATION USE CASES 
In addition to the need to make Freebase browse-able and the 
general demand for supporting collection queries, we also have 

another family of use cases in mind. Freebase is a rich source of 
data that can be used to augment web sites. For example, a prolific 
political blogger might wish that her readers can easily browse 
through or search her blog posts not just by the names of 
politicians mentioned, but also by the politicians’ attributes, such 
as their parties, their religions, their states, etc., which might or 
might not be mentioned explicitly in each post. All such data is or 
can be maintained in Freebase, and if each blog post carries 
Freebase identifiers of politicians, or any other topic that it also 
mentions, then compelling search and browse interfaces can be 
built on top of the two data sources: the blog’s index of topic 
identifiers for each post, and Freebase. 

Depending on each particular integration scenario, there 
might or might not be enough screen real estate for a full-blown 
faceted browser. There might be just enough room for a search 
text field, but a desire to support semantically rich searches 
nevertheless. Even if there is room for a faceted browser, 
configuring the browser any way would not leverage all the data 
in Freebase. So while the blogger might anticipate the need for 
facets such as “political party,” “state,” and “religion,” the reader 
looking for “movie actor politicians” won’t be satisfied by those 
facets. A more free-form mechanism is needed, and supporting 
text-based collection queries is one possible answer. 

Supporting collection queries in a particular embedding 
scenario has different requirements than on the Freebase site. 
Specifically, we want to support shortcuts such that, say, on a 
book review blog, the user can just type “african american 
authors” rather than “african american authors’ books” to search 
for books by African American authors. 

4. ALGORITHM 
A text query might be targeting a single topic or a collection of 
topics. Thus, given a text query, we would need to make either 
single topic suggestions or collection suggestions, or both. In 
order to make collection suggestions, we need to interpret the 
query as a collection query; this is discussed in 4.1. In order to 
suggest some combination of single topic suggestions and 
collection suggestions, we need an overarching algorithm for 
generating such combination; this is discussed in 4.2. 

The entire discussion is posed in the context of Freebase, but 
it should be applicable to any similar heterogeneous graph data 
set. The natural language in which text queries are posed is 
assumed to be English. The generic prototype called Freebase 
Cubed is accessible at http://cubed.freebaseapps.com/, and a book 
embedding demo is available at http://cubed.freebaseapps.com/ 
embed-books. 

4.1 Collection Query Interpretation 
A text query is a collection query when, by our definition, it can 
be translated to a sequence of filtering and/or pivoting operations. 
Assuming that a text query is a collection query, we interpret it in 
three phases. 

4.1.1 Chunking 
First, we decide how the text query should be broken down 
(chunked). For example, “robert redford drama films” can be 
chunked in many ways, e.g., 
• robert + redford drama films 
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• robert redford + drama films 
• robert redford drama + films 
• robert + redford + drama films 
• robert redford + drama + films 

In each chunking solution, each chunk is supposed to correspond 
to a topic (such as /en/robert_redford), or a type (e.g., /film/film), 
or a property (e.g., /film/film/directed_by). To determine what 
each chunk matches, we query for the chunk’s text against 
Freebase’s text search service. Several search matches are kept 
per chunk, but the best match dictates the chunk’s form (type, 
property, or topic). Any chunk whose text is a plural noun (e.g., 
“films” rather than “film”) is biased to type or property form more 
than topic form. Demonyms (e.g., Canadian) are resolved to their 
corresponding countries (e.g., /en/canada). 

Chunking solutions can be ordered by how well the chunks 
in each solution match against data and schema in Freebase. They 
are fed in that order into the next phase. 

4.1.2 Seeding 
Given a chunking solution which consists of an ordered list of 
chunks, this phase picks one of those chunks to be the starting 
point from which filtering and pivoting operations are applied. 
There are two types of seed: 
• seed collection defined by a type chunk, such as “authors” in 

“french authors’ books” 
• seed topic defined by a topic chunk, such as “jfk” in “jfk’s 

children”. 
As there are substantially fewer types than topics, a type match in 
the chunking phase is much less ambiguous than a topic match. 
Thus, as a rule of thumb in picking seeds, we favor type-form 
chunks over topic-form chunks. 

A chunking solution plus the choice of a seed form a seeding 
solution. A structured query called the seed query is formulated to 
represent the seed collection or the seed topic. 

4.1.3 Growing 
Given a seeding solution, this next phase interprets the rest of the 
chunks, one by one, as filtering and pivoting operations. For 
example, having chunked “french authors’ books” into french + 
authors + books and picked the “authors” chunk as the seed 
collection, this phase interprets the “french” chunk as a filtering 
operation (filtering by nationality), and the “books” chunk as a 
pivoting operation (pivoting from authors to their works). 

The chunk immediately to the left of the already interpreted 
chunks is considered first, and then the chunk to the right, in order 
to favor  the adjective-noun ordering of English. For example, 
starting from the seed “films” in the collection query “drama films 
actors,” we consider filtering the films by genre first before 
considering to pivot to the films’ actors. If the user phases the 
query as “films drama actors,” we can still interpret it. 

Type-form chunks and property-form chunks are interpreted 
as pivoting operations, and topic chunks are interpreted as 
filtering operations. Applying such an operation means extending 
the current structured query either by adding a constraint for 
filtering or by wrapping the current query as a nested query for 
pivoting. 

The current structured query denotes a single topic of some 
types or a collection of topics sharing some common types. The 
chunk to be considered for growing that query is also associated 
with one or more types. For example, in the query “drama films 
actors,” the chunk “drama” is typed /film/genre, and the chunk 
“actors” is typed /film/actor. The seed collection “films” is typed 
/film/film. To grow the seed collection with the chunk “drama”, 
we retrieve properties that point from type /film/film to 
/film/genre. There is only one such property: /film/film/genre. 
Next, to grow the collection of drama films with the chunk 
“actors”, we retrieve properties that point from type /film/film to 
/film/actor, and we get /film/film/starring. 

There are cases where we get more than one connecting 
property. Consider the query “robert redford films” in which 
“robert redford” is typed /film/actor, /film/director, and 
/film/producer. In growing the seed collection “films” with the 
chunk “robert redford”, we get three different connecting 
properties: /film/film/starring, /film/film/directed_by, and 
/film/film/produced_by. These lead to three final interpretations of 
the query which are shown as three suggestions (Figure 1); and 
the user is asked to select one. 

Note that for each chunk, the chunking phase keeps several 
search matches. These are useful when the chunk’s best match 
depends on other chunks in the text query. For example, in the 
query “apple products”, the universal best match of “apple” is the 
fruit, but in the context of “products”, the best match is Apple Inc. 
the company. 

While we typically grow the structured query one chunk at a 
time, when we encounter a property-form chunk, we can use it to 
qualify the next immediate chunk, and in doing so, grow the query 
by two chunks in one shot. For example, in the query “robert 
redford directed films,” the chunk “directed” matches the property 
/film/film/directed_by, which we use to qualify the connection 
between “films” and “robert redford”. This leads to a single 
interpretation (rather than three previously). 

Given a seeding solution, when all chunks have been used up 
in growing the seed, we have one possible complete interpretation 
of the original text query, which can be expressed as a structured 
query. A single seeding solution can yield several interpretations. 

4.1.4 Decision Tree and Greedy Implementation 
All three phases—chunking, seeding, and growing—involve 
many decisions to make, each of which has many possible 
solutions. The whole process can be viewed as a decision tree in 
which the leaves are the complete interpretations of the original 
text query at the root of the tree. In our prototypical 
implementation, this decision tree is traversed depth-first, and at 
each node, branches are ordered by local scores, yielding fast but 
greedy performance. 

4.1.5 Pseudo-types 
Implicit in our discussion so far is the assumption that a user’s 
notion of a general collection of topics (e.g., “films”) is modeled 
as a type in Freebase (/film/film). This is not always true. For 
example, we might expect “volcano” to correspond to a type in 
Freebase, but it does not. Rather, it corresponds to a kind of 
mountain, and “mountain” corresponds to the type 
/geography/mountain. Thus, “volcanoes” is translated to a 
structured query for topics of type /geography/mountain and 
having /geography/mountain/mountain_type /en/volcano. This is 
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our concept of pseudo-types, which bridge the gap between the 
user’s notion of types and the actual types in Freebase. 

4.2 Unified Suggest Widget 
The previous sub-section discusses the core algorithm for 
interpreting a collection query. In real use, the user might enter a 
single topic query, or, as discussed in section 3, might enter an 
abbreviated collection query. In order to accommodate as all three 
kinds of query, we need an overarching algorithm, which consists 
of many more phases as discussed below. 

4.2.1 Unifying 
Given a text query, we submit it as-is to the Freebase search 
service and retain some top results based on some threshold 
criteria. Next, we try to match the query against past collection 
queries that other users have issued. For example, when the user 
just types “french,” we can get the partial matches “french 
authors,” “french wines,” etc.  These partial matches both save the 
user from typing as well as hint the user of our novel collection 
query support. If all of these matches are partial, then we interpret 
the query using the core algorithm discussed in 4.1. The output of 
this phase is a list of zero or more single topic search matches, 
zero or more partial matches of past collection queries, and zero 
or more interpretations of the text query as a collection query. 

4.2.2 Extending 
To support collection query in an embedding scenario within a 
specific context, as discussed in section 3, we also need to 
understand abbreviated queries. The suggest widget can be 
configured to give hints about which types to expect from a query, 
and if it is abbreviated, how to generate a full query from that. For 
example, in a book embedding scenario, full queries should be of 
type /book/written_work, and abbreviated queries can be of type 
/book/author or /book/literary_genre. Knowing these types helps 
us quickly find appropriate partial matches from past queries in 
the unifying phase. 

4.2.3 Condensing and Approving 
This phase eliminates duplicate interpretations from the previous 
phase as well as interpretations that resolve to empty collections 
(due to lack of data in Freebase or in the real world). 

4.2.4 Explaining 
This last phase generates natural language text explaining each 
interpretation back to the user. For example, the text query “robert 
redford films” can be interpreted in three different ways, and 
explained back to the user as “films starring Robert Redford,” 
“films directed by Robert Redford,” and “films produced by 
Robert Redford.” The algorithm for generating a textual 
explanation from the structured query of an interpretation is 
complicated and not yet sufficiently fleshed out to be explained 
here. 

5. RELATED WORK 
Kaufmann’s doctoral thesis [5], which investigates natural 
language interfaces to semantic web data, is a highly related body 

of work. One of the systems she built, NLP-Reduce, translates 
text-based natural language queries into structured queries also 
using a pattern-matching approach like ours. NLP-Reduce is even 
more forgiving in that it removes even more stop words and 
allows for full questions or fuller question fragments. But whereas 
NLP-Reduce is aimed to address generic questions (e.g., “how big 
are the lakes in Illinois?”), our work aims to only retrieve 
collections of topics. Our focus allows us to make assumptions 
about shortcuts that users would tend to make, particularly that 
they would phrase queries as lists of keywords that map to 
filtering and pivoting operations. We believe that this is closer to 
how web users use existing search engines. Furthermore, we are 
unable to verify how well NLP-Reduce would work on a large 
and heterogeneous data set as Freebase. Kaufmann’s systems have 
only been evaluated on 3 data sets, each having no more than 10 
types, 20 properties, and 10,000 topics (instances). On the other 
hand, Freebase has 3,000 types, 30,000 properties, and almost 9 
million topics. This difference in magnitude should have 
implications on both data processing performance  as well as the 
effectiveness of heuristics: large, heterogeneous data sets tend to 
have more name collisions, and the more flexible the query is 
allowed to be, the more explosive the number of interpretations 
there are. 

6. FUTURE WORK 
While we contend in section 2 that some web users already 
formulate collection queries, it is not clear how they would react 
to precise collections as search results as opposed to million fuzzy 
keyword matches that existing search engines return. It is also not 
clear if suggestions from partial matches against past collection 
queries are enough to make web users aware of this new 
capability and confident to formulate new, similar collection 
queries themselves. If they are enough, then we can prime the past 
collection query index with pre-canned queries generated from 
some typical patterns such as “<nationality> <profession>”. 
Finally, the Freebase Cubed suggest widget requires some UI 
iterations and usability testing to make sure that users understand 
the difference between single topic suggestions and collection 
suggestions. Those are some of the research tasks to be done next. 
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ABSTRACT 
This position paper outlines the concept of system assistance as a 
method to improve searching performance. I present an 
investigation concerning the effects of user-controlled versus 
system-controlled assistance on searching performance using a 
within subjects, counterbalanced empirical evaluation. Forty-three 
subjects interacted with two fully functional, information retrieval 
systems offering searching assistance based on implicit feedback. 
The systems were identical in all respects except that one offered 
searching assistance via a help link, and the other offered system-
controlled support at specified points during the search progress 
based on patterns of searcher interactions. The evaluation used the 
W2G Text REtrieval Conference document collection with six 
topics. Research results indicate that offering system-controlled 
assistance based on patterns of implicit feedback can improve 
searching performance based on user selected relevant documents, 
with an approximately 30% performance increase overall. I 
discuss the implications for the design of future searching systems 
with assistance that is based on user implicit feedback patterns. 

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval—query formulation, search process; H.3.4 
[Information Storage and Retrieval]: Systems and software—
performance evaluation (efficiency and effectiveness) 

General Terms 
Design, Experimentation, Human Factors, Verification. 

Keywords 
Searching assistance, explanations, implicit feedback, 
personalization, searching systems, user evaluation 

1. INTRODUCTION 
The improvement of searching systems is an active research area, 
with the aim of addressing some of the issues users have when 
interacting with these systems [6, 8]. Searcher issues include 
finding appropriate query terms, retrieving too many results, not 
retrieving enough results, and retrieving zero results [8], among 
many others. These issues are especially pronounced in searching 

contexts where users lack the domain knowledge or contextual 
awareness to use effectively the searching system. These types of 
searches are typified by user uncertainty about the information 
need, the content space, or the search engine’s capabilities. 

To address these situations, contextual help and similar 
information retrieval (IR) systems attempt to aid the searcher 
during the search process by either executing search tactics for or 
offering assistance to the user in order to help in locating relevant 
information. These systems usually rely on implicit feedback. 
Ingwersen and Belkin [2] highlight that IR systems will 
increasingly depend on implicit interactions in order to improve 
IR performance. 

However, there has been little empirical evaluation of whether or 
not this searching assistance is beneficial to users during the 
search process. Is this assistance helpful? If so, when is helpful? 
When do searchers desire assistance? The research results 
presented in this article address these questions. We specifically 
examine whether system-controlled searching assistance is 
beneficial to users during the search process. 

The paper begins with a short review of literature concerning IR 
systems offering searching assistance. I then provide a description 
of the two applications we developed and utilized in this research. 
Next, I discuss the empirical study we conducted to evaluate the 
effectiveness of system directed assistance on searching 
performance. The paper then presents the results of an analysis, 
draws implications for searching system design, and then 
discusses directions for future research. 

2. RESEARCH QUESTIONS 
This research is a user study utilizing a searching assistance 
application developed to investigate some of these issues. The 
research question is Does system-controlled searching assistance 
based on patterns of implicit feedback improve performance 
during the search process? 

The research hypothesis: There is a significant increase in 
searching performance when using system-controlled searching 
assistance compared to a system offering user-controlled 
assistance during the search process, as measured by the number 
of relevant documents that the user selects during a session. 

I measure the number of documents that the user selects as 
relevant from all documents retrieved in a session. A session is 
defined as: an episode of a searcher using a searching system 
during which a series of interactions occur between the searcher 
and system. I considered a document relevant based on implicit 
feedback from the user and explicit qualitative data indicating 
relevance. For example, during the experiment, a searcher may 
bookmark a document and state that the document was relevant to 
the information need. 
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3. SYSTEM DEVELOPMENT 
For this research, I used a client-side software application 
developed, possessing a suite of searching assistance features. Our 
application development goal was that the component would rely 
on implicit feedback, gathering information solely from normal 
user – system interactions occurring during the search process.  

The paper presents a brief overview of the system (shown in 
Figure 1), with two earlier versions of the application presented in 
[3, 4]. These earlier applications were solely user-controlled. User 
evaluations of these applications pointed to the need for more 
system control of assistance during the searching process, 
resulting in the research presented here. 

3.1 System Design 
When a session begins, the application monitors the searcher via a 
wrapper to the browser. When the application detects a valid 
action, it records that action and the specific object receiving the 
action. For example, if a searcher was viewing a Web page and 
bookmarked it, the application would record this as (bookmark 
Web page). The application then associates appropriate search 
assistance for the user based on the particular action and the 
system’s analysis of the object. In this example, the system would 
offer the searcher relevance feedback terms from Web page. The 
more the system records and integrates these (a, o) pairs, the more 
complex could be the model of the information need. The 
application currently monitors the searcher’s interactions with the 
system, tracking implicit feedback actions. The application logs 
actions of bookmark, copy, email, print, scroll, save, execute (i.e., 
submit and click) and view (without scrolling). 

3.2 Automated Assistance 
The application monitors the session for one of the implicit 
feedback actions and associated objects using a browser wrapper. 
When the system detects a valid action (i.e., (a, o) pair), it records 
the action and the specified object receiving the action. The 
system then offers appropriate search assistance to the user based 
on the particular action, the pattern of previous interaction during 
the session (for the system-controlled version of the application), 
and the system’s analysis of the object. The current searching 
assistance features of the application are:  

1. Managing Results: The automated assistance application 
provides suggestions to improve the query in order to either 
increase or decrease the number of results using query operators. 

2. Query Refinement: The system uses the Microsoft Office 
thesaurus to suggest other query terms, but the application can 
utilize any online thesaurus via an application program interface. 

3. Query Reformulation: The system displays similar queries 
from prior users based on number of previous submissions and 
terms in the current query. 

4. Relevance Feedback: The system implements a version of 
relevance feedback using terms from a user selected document or 
passage object. The system provides suggested terms from the 
document that the user may want to implement in a follow-on 
query. 

5. Spelling: The system offers spelling suggestion using the 
system’s online dictionary, Microsoft Office Dictionary, although 
it can access any online dictionary via the appropriate API. 

For the user study, there were  two versions of the system. In the 
user-controlled version of the system, the Assistance module 
displayed searching assistance whenever it was available via a 
“View Help” button. In version two of the system, the Assistance 
module displayed assistance only when the Pattern Recognition 
module detected pre-set patterns. 

3.3 Pattern Recognition 
The Pattern Recognition module (see Figure 1) was based on prior 
work [3], where we conducted exploratory sequential data 
analysis of users interacting with searching. The analysis was 
conducted to determine when in the search process users desire 
system intervention. Using transaction logs, videotapes, and lab 
notes from this study [3], I coded the user – system interactions 
for each subject. Once I had coded all interactions, I sequentially 
ordered these interactions (i.e., states) for each searcher. 

From these findings, a module was developed to monitor patterns 
and interject assistance only at certain points in the search process 
in order to reduce task interruption. This Pattern Recognition 
module accepts implicit feedback data from the Tracking module, 
storing (a, o) pairs and implicit feedback actions.  

When the Pattern Recognition module identifies pre-coded 
implicit feedback patterns, it passes the (a, o) pairs to the 
appropriate module and alerts the Assistance module to display 
the assistance. The current preset patterns and are: 

 Execute Query – View Results Page (with scrolling or without 
scrolling). 

 Implicit Relevance action (i.e., bookmark, copy, print, save) – 
Navigation (of the browser). 

 Implement automated assistance – View Results Page. 

If the Pattern module does not detect these conditions, then the 
system does not display any searching assistance. The image is of 
the assistance that is automatically displayed when the application 
detects a set pattern. 

4. USER STUDY 
We used two systems in this evaluation that were identical in all 
respects, except that one offers system-controlled searching 
assistance, and the other user-controlled assistance. The backend 
searching systems used for the empirical study were Microsoft’s 
Internet Information Service (IIS). The IIS systems were running 
on an IBM-compatible platform using the Windows XP operating 
system and Microsoft Internet Explorer as the systems’ interfaces.  

For the system-controlled searching assistance, we integrated the 
assistance application via a wrapper to the Internet Explorer 
browser. For the user-controlled system, we used a duplicate 
automated assistance application with the Pattern Recognition 
module disabled so that the system would display the searching 
assistance in the browser whenever available. 
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Figure 1. Searching Assistance Modules and Information Flow with the Browser Interface. 
 

4.1 Pre-Study Measures 
The subjects for the evaluation were 43 college students attending 
a major U.S. university. All were familiar with the use of Web 
search engines. Most of the students were studying information 
science and technology or other aspects of engineering. So, our 
sample has an understanding of computers and information 
technology. The subjects were given no additional training on the 
searching systems, a pre-evaluation demographic survey was 
administered, used previously [3]. 

4.2 Document Collection and Topics 
The study used the W2G Text REtrieval Conference (TREC) 
document collection with six topics. We parsed the aggregate files 
into their individual component documents. The TREC collection 
is a standard test collection for online search systems (see 
http://trec.nist.gov/ for more information). The test collection after 
parsing contained approximately 200,000 documents. Each TREC 
collection comes with a set of topics for which there are relevant 
documents in the collection. The six topics we used for this study 
were: Behavioral genetics, Tropical Storms, Quilts being used to 
generate income, Robotic technology, Estonia economic issues, 
and Super critical fluids. In the results reported here, we were 
interested in the documents that the users selected as relevant, so 
we did not utilized the TREC relevant judgments. 

4.3 Experimental Set-up 
At the start of the study, I provided each of the subjects a short 
statement instructing them to search on a given topic in order to 
prepare a report, which is in line with the definition of relevance 
judgments for the TREC documents. The subjects had fifteen 
minutes on each system to find as many relevant documents as 
possible. We determined the length of the search session based on 
reported measures of the typical Web search session [5]. 

The subjects were notified that the systems contained an 
automatic feature to assist them while they were searching. When 
the subjects utilized the user-controlled system, they were shown 

a screen capture of the assistance button and an example of the 
assistance shown if they clicked the button. They were instructed 
that they could access the assistance by clicking the button, or 
they could ignore the offer of assistance with no detrimental effect 
on the system. When the subject used the system-controlled 
assistance, we showed them a screen capture of an example of the 
displayed assistance. Again, the subjects were instructed that they 
could view the assistance or ignore the assistance with no 
detrimental effect on the system.  

For the searching sessions, each of the subjects was given one of 
the six search topics, read the one paragraph explanation provided 
with the TREC collection, and then afforded the written 
explanation to them. They were asked to search as when they 
normally conduct online research, taking whatever actions they 
usually take when locating documents of interest online. In this 
respect, I adhered to recommendations to place the searching need 
within a scenario [1, 7]. 

All subjects used both systems, searching on a different topic on 
each system. The systems were counterbalanced to ensure that an 
equal number of subjects searched first on each system. The topics 
were also rotated after every sixth subject to ensure topic order did 
not introduce learning effects that would bias the searching 
performance. 

5. RESULTS 
The following sections present the results of the empirical 
evaluation. The hypotheses were evaluated by performing a paired 
t-test using the number of relevant documents identified by the 
study participants during their sessions on each system. There was 
a significant difference in performance between the two systems (t 
= 2.553, p < 0.01, df=42). Therefore, we fail to reject the 
hypothesis; there is a statistically significant performance 
improvement with a system-controlled assistance searching 
system. Table 1 displays the number of relevance documents 
identified by participants using the user-controlled assistance and 
the system-controlled assistance.  
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There were thirty subjects (70%) who located more relevant 
documents using system-controlled assistance compared to 9 
(21%) who preformed better on the system with user-controlled 
assistance. Four subjects (9%) located the same number of 
relevant documents on both systems. 

Table 1. Identification of Relevant Documents. 

 User-
Controlled 

System-
Controlled 

Relevant Documents From All 
Users 175 227 

Mean Number of Relevant 
Documents 4.07 5.28 

Standard Deviation 2.87 3.72 
   
Subjects Locating More Relevant 
Documents on System with 
Automated Assistance 

30 70% 

Subjects Locating More Relevant 
Documents on System without 
Automated Assistance 

9 21% 

Subjects Locating Same Number of 
Relevant Documents on Both 
Systems 

4 9% 

Total 43 100% 
 

6. DISCUSSION 
In 70% of the cases (30 subjects), searchers on the system with 
system-controlled searching assistance performed better than on 
the system user-controlled searching assistance. This is especially 
noteworthy since the assistance was based totally on implicit 
feedback, which is not as exact as explicit feedback. However, the 
Web is a natural environment for the use of implicit methods, and 
our results indicate that it is a worthwhile area to pursue. 

However, there were also 30% of the users that were not helped 
by or performed worse on the system-controlled searching 
assistance system. There were 9 searchers who performed worse, 
and 4 searchers who performed the same on both systems. This 
would indicate that one might not be able to apply system-
controlled assistance techniques wholesale and still achieve 
maximum outcome. Rather, a more individualized and targeted 
approach within the context of the searching process may be 
worthwhile.  

This also indicates that individual differences are also likely 
active when it comes to utilizing and accepting searching 
assistance to improve performance, as is the case for other human-
computer interface applications. 

The limitations of the study are the use of the TREC topics and 
scenarios, which may not reflect the difficulty level of many 
searching tasks. However, these tasks are certainly reflective of 
many challenging information needs such as exploratory 
searching and competitive intelligence. Another limitation is the 
requirement of the participants to locate as many relevant 
documents as possible, which is not reflective of the retrieval goal 
of other searching tasks such as home page or fact finding. 
However, this is a common searching goal for reports, market 
research, health issue, or other tasks where the searcher wants to 
become informed on a topic. 

7. CONCLUSION 
The results of the research conducted so far are very promising. In 
this paper, we present the design of a general purpose system-
controlled searching assistance application that uses implicit 
feedback to provide recommendations on searching tactics. We 
evaluated the use of user-controlled versus system-controlled 
assistance with real users in order to measure the performance 
benefit of system-controlled searching assistance. This assistance 
was based on patterns of implicit feedback. 

8. REFERENCES 
[1] Borlund, P. and Ingwersen, P. The development of a method 

for the evaluation of interactive information retrieval 
systems. Journal of Documentation, 53 (5). 225-250. 

[2] Ingwersen, P. and Belkin, N. Information Retrieval in Context 
- IRiX. SIGIR Forum, 38 (2). 50-52. 

[3] Jansen, B.J. and McNeese, M.D. Evaluating the Effectiveness 
of and Patterns of Interactions with Automated Searching 
Assistance. Journal of the American Society for Information 
Science and Technology. 

[4] Jansen, B.J. and Pooch, U. Assisting the Searcher: Utilizing 
Software Agents for Web Search Systems. Internet Research 
- Electronic Networking Applications and Policy, 14 (1). 19-
33. 

[5] Jansen, B.J. and Spink, A., An Analysis of Web Information 
Seeking and Use: Documents Retrieved Versus Documents 
Viewed. in 4th International Conference on Internet 
Computing, (Las Vegas, Nevada, 2003), 65-69. 

[6] Jansen, B.J., Spink, A. and Saracevic, T., Failure Analysis in 
Query Construction: Data and Analysis from a Large Sample 
of Web Queries. in 3rd ACM Conference on Digital 
Libraries, (Pittsburgh, PA, 1998), 289-290. 

[7] Rosson, M.B. and Carroll, J.M. Usability Engineering: 
Scenario-Based Development of Human-Computer 
Interaction. Morgan Kaufmann, New York, 2002. 

[8] Yee, M. System Design and Cataloging Meet the User: User 
Interfaces to Online Public Access Catalogs. Journal of the 
American Society for Information Science, 42 (2). 78-98. 

 
 

Page 73 of 122



 1 

Designing for Enterprise Search in a Global Organization 
Maria Johansson 

Findwise AB 
Drottninggatan 5 

411 14 Gothenburg, Sweden 
maria.johansson@findwise.se  

 

Lina Westerling 
Findwise AB 

Sveavägen 31  
111 34 Stockholm, Sweden 

lina.westerling@findwise.se 

 
ABSTRACT 
Enterprise Search is used by organizations to capitalize on their 
internal knowledge by providing quick access to all internal 
information, helping users re-finding and discovering new 
information, as well as creating the necessary conditions for 
collaboration across organizational and geographical boundaries. 
In this large organization a search application was created to meet 
these goals. This paper focuses on the main design concepts of the 
second release of the search application, and how these were 
affected by experiences gained throughout the project. This design 
focused on simplicity and discoverability. Preliminary results 
show that the design is usable and that users find it easier to find 
the information they are looking for. A general increase in user 
satisfaction is also established. 

Categories and Subject Descriptors 
H5.2 [Information interfaces and presentation]: User Interfaces  
General Terms 
Measurement, Design, Experimentation,  

Keywords  
Enterprise Search, Faceted Search, usage testing 

1. INTRODUCTION 
Every business day, employees need to access information stored 
in various enterprise applications and databases. Employees want 
one entrance to all corporate information. They often perceive the 
company intranet as one fuzzy cloud of information, while in 
reality it is a set of highly isolated information silos. Enterprise 
search is meant to address this need by providing access to 
relevant information and by consolidating ranking and presenting 
it properly. But how does one achieve this? The larger the 
organization the more divergent the information access needs. 

Users within this large global organization have very different 
needs when it comes to finding information. Marketing employees 
complain that too much technical nonsense is embedded in the 
search results, while technical users say they are lacking technical 
depth in the available material. They all want access to all existing 
information in an environment where security is highly prioritized 
and information access strongly restricted. Quotes like these are 
common: 

“We want to search in all information.” 
“Google can search the whole internet so why can’t we 
search our own intranet?” 
“Why can’t our intranet be like Google?” 

But one user also said this:  

“It is a lot harder to find that one exact thing that you 
are looking for than finding loads of general 
information on a subject on Google.” 

And she was right. If a user cannot express what she is looking for 
in a good way it is much easier to find a lot of general information 
about the subject than that one document she read once (but forget 
what it was and who wrote it). Users need help defining what they 
are looking for. So how does one go about creating a useful 
enterprise search application? 

2. COMMUNICATION 
The first step the project team took was to assemble a group of 
people that were interested in enterprise search. These people 
included: 

• A steering committee, and a group of stakeholders that 
provided the project team with valuable input. 

• Pilot testers who took part in workshops and interviews 
before the launch of the first pilot and then evaluated the 
new pilot releases of the search application. These 
people also often acted as search ambassadors; 
spreading the word about the project to their colleagues. 

• Beta testers, who took part in a beta test prior to the first 
launch of the application. The word about the new 
search application spread through the other three groups 
without much effort from the project team. Thanks to 
some communication material and the involvement of 
these groups approximately 1500 employees took part 
in the beta test prior to the launch.  

A large survey was also conducted within the company with the 
purpose of collecting information about the state of Enterprise 
Search. After the first release of the search application a follow up 
survey was conducted in order to measure the results of the newly 
released application. This information was combined with data 
from the search logs to analyze the search behaviors and 
information needs of the workers within the organization and 
resulted in a list of prioritized areas that needed further 
improvement. Usability was one of those areas. So how would 
you go about designing a usable enterprise search application for a 
global organization? 

3. DESIGNING FOR ENTERPRISE 
SEARCH 
Designing for enterprise search is challenging work that involves 
packaging complex functionality in an easy-to-use interface. 
Enterprise search is a means for companies to capitalize on their 
organizational knowledge. This can be done by helping users: 
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• Speed up their everyday tasks 
• Discover new information 
• Finding accurate information e.g. information they 

know they can rely on. 
• Re-finding information they know exist, but cannot find 
• Improving the opportunity for collaboration and sharing 

knowledge within the organization 
• Find information that is relevant for them in their 

context or work. 
How does this correlate to users desires for a Googlified intranet? 
It is not a coincidence that the verb “to google” has been added to 
several renowned dictionaries, such as those from Oxford and 
Merriam-Webster. Search has been the de facto gateway to the 
Web for some years now. And the users say: “Give us something 
like Google or better.” This is what we chose to call the Google 
effect on user expectations. 
Due to the highly complex information needs in the organization 
the project team initially had a vision to create the “one 
application to rule them all”, the Enterprise Search Application. 
The application should be easily converted into a desktop 
application all users could have on their desktop. The search 
application would be the starting point for everything on the 
intranet and all users should go to the search application for 
information. But of course users already had their accustomed 
behavioral patterns and ways of finding information.  

The first release of the new search application was a great 
improvement to what had been available earlier. Employees 
claimed that they were able to find the information they were 
looking for! But something still did not work. Many users found 
the application overwhelming and complicated to use. All the 
embedded functionality made it slow to load. Questions about 
being more like Google still came up. 

3.1 Usage Tests 
The design team decided to do a larger series of usage tests on the 
newly released application. And as suspected, users did not use 
the search application as the one starting point for all information. 
Instead users were showing behavior that followed that of the 
berry-picking model [1]. Search was only one way of finding 
information. And users did not separate different search 
applications from each other. The central search application was 
seen as the same as the old database search in the document 
management system; they were all search.  

The importance of having a simple and graphically appealing 
interface is well established within HCI literature [2]. Instead of 
the one central powerful application, the design team decided to 
change the design into a simple application that at first glance 
resembles Google. Combine this application with services that 
make it possible for other systems to use the search engine for 
searching within their own data, users can get quick access to 
“search” from where ever they are.  

So how does one create an easy Google like application that still 
will meet all the complicated information needs of various user 
groups? The design team’s answer was to make the advanced 
functionality simple by hiding the complexity in plain sight. Thus 
creating an application that looked really simple, but with fast and 
easy access to more complex functionality. 

3.2 Speeding up Every Day Tasks 
Query logs from the search application show that names of 
applications and products are over-represented in searches 

suggesting that these are important everyday tasks for the users of 
the system. These queries are considered as navigational searches 
rather than informational [3]. Using the Pareto principle [6] a 
query suggestion list was compiled from items represented in the 
search logs. When a user first enters the application and starts 
typing a query she gets a list of suggestions for matching items. 
Clicking on one of the items directly takes the user to the 
application or product she was looking for. Since no search 
against the index is done this functionality not only speeds up 
everyday navigational searches but also saves performance. A 
user can search for travel expenses not knowing the name of the 
travel expense application and she will get a suggestion for the 
system and navigate to it by the click of a button.  
The information compiled from the query logs was also used for 
the purpose of creating quick links for further aiding people in 
finding commonly requested information. The quick links are also 
used to make sure that users found accurate information. So if a 
user searches for a name of a product the official approved 
product page will show up on top above blog posts or research 
documents for that product.  

3.3 Refinding Information 
Research shows that people are very likely to revisit information 
they have viewed in the past and to repeat queries that they have 
used before [4]. Refinding information is important because many 
users know that the information exists on the intranet; they just do 
not know where it is located. Users even have problems finding 
their own documents. Functionality helping users to refind their 
information include: 

• Searching my items, a quick way for users to find 
documents they are working on. 

• Colleagues’ items, a quick way of searching for 
documents written by a user’s colleagues.  

• Personalized search views where a user can choose to 
search within her part of the intranet where she knows 
the information is applicable to her situation. This will 
also help users feel that the information they find is 
accurate and appropriate. 

• Bookmarkable URLs so users can save searches as 
bookmarks in the browser. A single search result can 
also be bookmarked from within the search application. 
Users can search within their bookmarked search results 
and the results are also marked with an icon in search 
results. 

3.4 Personalization with Search Views  
Users need to find information that is relevant in their context of 
work. An example of this is the needs to search for products and 
the relationships between versions of products as well as the 
related documentation and support material. There were many 
different examples like these where a particular scenario applied 
for a specific user group. So the design needed to incorporate both 
the general and the specific. 

The design incorporated a general view of information where 
everything was searchable. This would be ideal for looking up 
general administrative information such as information about 
parental leave or holidays, or finding the official public 
information about the products sold by the company. The general 
search view is also a good way of getting an overview of all the 
information available on a topic. It resembles a standard Google 
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style results list but incorporating a few extra features such as 
metadata tailored to the type of search result, icons for different 

types of search results and sources as well as a few standard facets 
for quick filtering of search results. 
 

 

 
Figure 1. Overview of the search application. Note that the image is an example and does not portray the real application 

 

The design also incorporates several different search views 
targeted for a specific user group, represented in the GUI as tabs. 
Users on a local branch in South America could search only 
within their part of the intranet, customer support could search 
within all support documentation as well as lessons learned from 
other projects from all over the world. A set of predefined views 
on the internal information was created for this purpose. Early 
adopters or department managers could also set up specific views 
on the information and in just a few seconds share them with their 
coworkers.  
This provided search in all information for all but also fitted the 
personal needs of a large number of user groups. Users could find 
the information that they needed in their context of work. They 
could also easily share these views with their colleagues. 

3.5 Presenting Search Results 
The search results list is the essence of the search application. 
Presenting proper information about the results is essential for 
meeting the goals set for the application. The new results list in 
many ways looked like Google. But the design team wanted to 
find a way for users to discover the possibilities available with the 
new powerful search tool. The search results list was therefore 

fitted with an expanding function, where users with the click of a 
button could see more information about a search result. The 
expanded result included: 

• More metadata about results where some of the 
metadata were links. The user could then directly access 
the system, site or information about the author or a 
product. This increases discovery of new related 
information and also speeds up everyday tasks. 

• Icon displaying bookmarked results for easily refinding 
information. 

• Advanced ways to filter the search on the specific type 
of result, or search within a specific site or subset of 
information directly from the search result. 

• Links to related information and functionality within the 
different source systems such as approved versions of a 
document.  

• Preview of the contents of documents so users can have 
a look at the document and read content directly, 
without having to enter another application or download 
and open a specific program such as Microsoft Word or 
Adobe reader for pdfs. 
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• Information about related products, collaboration areas, 
abbreviations and definitions were also displayed above 
the result list to further aid the users quest for 
information. The related information helps users 
discover new information they did not know existed.  

3.6 Improving Opportunity for Collaboration 
Related information also included collaboration areas that match a 
users query thus helping users discover new communities or 
opportunities for collaboration that they might not have known 
existed. Collaboration was also aided simply by making the 
collaboration areas searchable in the search application. Search 
provided easy access to the collaboration areas, even for those 
who have not started using them yet. 

Users can easily share searches through bookmarkable URL:s. 
They can also share their search views and customizations with 
their colleagues. 

The result was an application that seemed very simple at first 
glance, but still included all the different functionality needed in 
order to fulfill the information needs of the organization’s 
different user groups. The new design was evaluated through 
usage test and though it included the same functionality as the old 
search application the results were completely different. Users 
found it not only easier to use but also easy to discover new 
information. They found it easier to determine whether a search 
result was interesting or matched what they were looking for, 
which minimizes the behavior of pogo-sticking [5]. The facets 
options that have not been understood or used previously were 
highly appreciated. All in all this confirms the importance of a 
simple and graphically appealing design. 

4. CONCLUSIONS 
The search application described in this paper had an overall 
positive impact on findability for this company. 9 out of 10 users 
use it every week. But even though the search tool has improved a 
great deal, there is still room for further enhancement in order for 
the company to fully capitalize on the investment in Enterprise 
Search. The improvement areas include: 

• More functionality tailored to a specific scenario or user 
group in detail. 

• Embedding the search functionality in other IT systems. 

• Include even more information sources to assure that the 
search application includes all necessary information 
sources. 

• Focus on contextualizing and facilitating local search. 
The search application needs to take into consideration 
the users geographic as well as organizational location, 
and also their role/business process in the organization 
in order to filter and rank results according to the users 
context.  

• Continue to focus on the usability and performance of 
the search application. 

• Further work on the communication about the new 
application is also needed to inform even more 
employees about the value of the new search 
application.	  
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ABSTRACT 
With the availability of online translation services and the large 
amount of English-language content on the Web, more and more 
global users come in contact with content that was not created in 
their own language or culture. While some sites make efforts to 
localize their user interfaces and content, many simply translate 
content and use the same user interface. This is in direct contrast 
with findings that different cultures approach knowledge, 
information, and interaction with information in different ways. 
This paper will describe work in progress to study some national 
cultural differences in information behavior and the problems 
users face while interacting with information that was created in a 
language and culture different from their own.  

Keywords 
Cross-cultural comparison, information behavior, user study 

1. INTRODUCTION 
The World Wide Web has integrated into the everyday 
information behaviors of many users. Information seekers often 
turn to the Web for solutions related to problems ranging from 
everyday life to health issues and professional information 
problems. The availability of large amounts of content from 
developed countries on the Internet and faster and faster network 
speeds create a global user group for many websites. While access 
to native-language content is constantly improving, it is often the 
case that Web users interact with information that was not 
originally created in their language or cultures.  

Many websites and search services often simply provide 
translated content without localizing the user interfaces or the 
format of the information. As an example, Figures 1 & 2 represent 
the Google interface in the US and in Spain. While the language 
is different, the layout, organization, and the content of the 
screens remain very similar.  

Figure 1. The Google interface in the US. 

 

Figure 2. The Google interface in Spain. 

Edward Hall, a leading cultural anthropologist of the 20th century 
wrote that “One of the functions of culture is to provide a highly 
selective screen between man and the outside world. In its many 
forms, culture therefore designates what we pay attention to and 
what we ignore.” (Hall, 1976, p. 85) Culture can influence how 
we process and organize information and various cultural 
characteristics can influence many aspects of the information-
seeking process (Komlodi & Carlin, 2004). This influence exists 
at the group and organizational levels as well; however, the focus 
of this paper is national culture. 

One specific example is the case of search histories and different 
time concepts. The importance of search histories for search 
systems and user interfaces is often acknowledged (Hearst, 2009). 
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In Western cultures most search history displays reflect event in a 
linear, temporally ordered list (Twidale, 1998; Komlodi, 2007). 
These displays reflect the Western culture’s time concept where 
time is a linear, exhaustible resource (Hall, 1990). Hall (1990) 
defined monochromic and polychromic cultures. Monochromic 
cultures usually handle single tasks at a time organized in a linear 
fashion. Northern Europe, Northern America, Canada, and 
Australia fall into this group. In many other areas of the world, 
such as Latin America, Southern Europe, and Asia, time is a 
circular, renewable resource and people usually juggle multiple 
tasks at the same time (Hall, 1990). Do linear representations of 
task histories serve the needs of the users from polychronic 
cultures? Since most of this research, including user studies, 
design, and evaluation, originates in Western cultures, we do not 
have a good answer to this question. 

Another example of cultural differences that impact humans’ 
interaction with information is that of categorization. 
Categorization reflects how we understand and make sense of the 
world and it is strongly impacted by the cultural and educational 
system we grow up in. Cultural differences in classification 
systems and categorization have long been described 
(Clemmensen et al., 2009). The impact of various categorization 
systems on website design is very strong, as the foundation of the 
design of any website is the underlying categorization of the 
information, the information architecture. Users who are not 
familiar with the traditions of information organization in the 
culture of the website can face difficulties while navigating the 
site. 

Thus, the design of sites that provide information access to global 
user groups should consider these cultural differences. However, 
to understand the need for localization, we first need to 
understand the strongest culturally influenced differences in Web 
information seeking behavior. 

2. RELATED RESEARCH 
Comparisons of information-seeking behavior across cultures are 
limited. Studies in information science look at international user 
groups in Western cultures, such as international students (Park, 
1997, Yi, 2007) or immigrants (Fisher et al., 2004). These studies 
take cultural differences into account, however, they examine 
groups that are in a sense bicultural or in the process of becoming 
bicultural by integrating into a new culture. They also often 
examine the specific needs of the group but do not necessarily 
compare them to another cultural group. These studies are often 
conducted as needs assessment efforts for library or other public 
information services and examine behavior in the context of these 
institutions.  

Very few studies looked at cross-cultural comparisons in 
information seeking outside of these needs studies in information 
science. However, the studies that took place found interesting 
differences. Iivonnen and White (2001) showed varying levels of 
cultural difference in information seeking on the Web among 
Finnish and American students. They focused on the choice for 
initial search strategies, not the full search process. Duncker 
(2002) examined the differences in searching via the online public 
access catalog of a library between indigenous and European New 
Zealanders and found significant differences in their 
interpretations and perceptions of the library. Duncker’s study 
provides an interesting insight into New Zealand’s Maori 

population’s attitudes toward and relationship to information, 
more specifically information encoded and preserved in a library. 
Their notion of information sharing and capture are dramatically 
different from the library’s view of collection, organization, and 
preservation, which creates conflicts between the library and its 
Maori patrons. This study is an important example of the 
complexities of the impact of culture on a user’s attitudes toward 
and interactions with information. 

Both of these studies attributed differences to various cultural 
differences: searching style, cognitive style, language use, 
perceptions of search systems (IIivonnen and White, 2001); and 
traditions of story telling and information sharing (Duncker, 
2002). We will consider these intervening factors in our own 
study. Evers (2001) found differences in various culture groups’ 
search, navigation, and user interface understanding within one 
website while studying differences in the use of a virtual learning 
environment. She attributed these differences to a set of variations 
in cultural characteristics. Yan, Finn, and Lu’s (2007) studied 
international students at Virginia Tech but went a step further 
than other needs studies and specifically compared the American 
and international students’ information behavior at Virginia Tech. 
They found differences in several areas such as preferences for 
initial information channels, library use frequency, familiarity 
with library services, and use of instructional resources. 

Information systems researchers also often examine cultural 
differences surrounding information technology in business 
settings. Studies look at the impact of both national and 
organizational culture. We will focus on those that study national 
culture. A 2003 review (Ford, et al., 2003) found that most studies 
examined information systems (IS) management, while IS 
development, operations, and usage were often ignored as topics 
of research. This review focused on studies that incorporated 
Hofstede’s (2001) ncultural dimensions. The category of IT usage 
studies is especially important for our study, as these describe 
user behavior related to various IT use areas, including 
information behavior. Leidner and Kayworth in 2006 found a 
different state of affairs when they extended their review to 
include all studies looking at cultural differences that presented 
new findings, and not just those using Hofstede’s (2001) 
dimensions. They identified 30 studies that examined either IT 
use or outcome, the category where cross-cultural studies of 
information behavior may occur. Eighteen of these studies 
involved national cultural variables. An overwhelming result of 
these studies is that national culture makes an important 
difference in IT use and outcomes. As Web-based information 
seeking is carried out in the context of a specific technology, 
these results forecast important differences for information-
seeking tasks as well. 

Some of the studies more specifically involved tasks related to 
information seeking or other human-information interaction tasks, 
such as the larger domain of knowledge management. Chau et al. 
(2002) found that US users use the Internet mostly for information 
seeking, while their Hong Kong counterparts used it mostly for 
social communication and tied these finding to values related to 
the community versus individual achievement. Calhoun et al. 
(2002) found differences in how users in high and low context 
cultures process information. Hall (1990) defined high context 
cultures as those where much of the information content of a 
message in embedded in the context and not in the message itself. 
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Low context cultures express more of the information content in 
the message itself and do not rely on the context for the 
interpretation of the message. In Calhoun et al.’s 2002 study, 
users from a high context culture (Korea) were more easily 
overwhelmed by the information provided by their IS than users 
from the low context culture of the US. These differences further 
imply that a systematic cross cultural study of Web information 
seeking behavior will identify important differences.  

3. PROPOSED RESEARCH 
In this study we will address two main research questions related 
to the problem described in the introduction: 1) Do users in two 
different cultures exhibit different information behaviors on the 
Web and do they report different information-seeking habits? If 
yes, which phases and types of information behaviors are the most 
strongly impacted by culture?, 2)  How does information seeking 
in the users’ own language and for content created in their own 
culture differ from looking for information in a different language 
and created in a different culture? These broad research questions 
will drive an exploratory study of behavior to narrow down the 
impact of various user factors on search behavior. 
Participants will be recruited in the US and Hungary. Participants 
with a significant knowledge of a second language will be 
recruited in order to allow for data collection answering the 
second research question. At the beginning of the session 
participants will be asked to fill out several questionnaires to 
collect data on the following independent variables: 1) a 
demographic questionnaire, including age, gender, cultural 
background, computer and Web experience, and Web 
information-seeking and use experience, 2) a cognitive style 
questionnaire, for example the Myers Briggs Type Indicator, 3) a 
cultural dimensions questionnaire, for example Hofstede’s (2001) 
questionnaire to establish the participant’s placement on various 
cultural dimensions. 
The demographic questionnaire will help us confirm the 
homogeneity of our samples in terms of various demographic 
variables. The cognitive style questionnaire will inform our 
analysis by linking performance to cognitive style which has been 
shown to influence information seeking. In one of our previous 
studies (Hercegfi & Kiss, 2009), a specific aim of the series of 
experiments was to compare the behavior of users during solving 
information-seeking tasks. We were able to identify some 
significant differences between the behavior of users with 
different demographic backgrounds and cognitive styles. The new 
series of experiments will focus on the effects of a new 
dimension: the cross-cultural aspect. The application of the 
cultural dimension questionnaire will ensure that participants 
exhibit various characteristics typical of the groups they are 
members of. 
Next, the participants will be asked to carry out several 
information seeking tasks. Some of the tasks will be prescribed 
for them, while others will be defined by the participants. The 
prescribed tasks will be representative of various information-
seeking task types, including: known item seeking, subject driven 
and exhaustive searches. There will be no starting points defined 
for the tasks, as both Iivonen and White (2001) and Liao et al., 
(2007) found that there were strong cultural differences in terms 
of search starting points. At the end of the session the participants 

will be interviewed about their information-seeking experience 
and habits. 
Objective parameters of the users’ behavior during the session 
will be recorded, including their computer activity log, 
physiological data such as hear rate and skin conductance, and 
eye gaze movements. From the activity log we will record the 
following data: starting points, time spent on pages and steps, 
types of steps, number of steps, sequence of steps, and number of 
search results. We will use the physiological data to identify high 
mental effort steps (Hercegfi et al., 2009) and emotional reactions 
(Hercegfi et al., 2009). Both of these will supplement the analysis 
of the video capture of the participant’s facial expressions and 
body postures. The eye gaze data will help us identify lower-level 
steps in the users’ activities and hotspots on the pages that were 
particularly popular. 

4. CONCLUSIONS 
Previous studies have shown national cultural variations in 
information seeking and use behavior in various contexts. Most 
studies either looked at the needs of a specific user group, studied 
only a part of the information seeking and use process, or 
examined information behavior as a high level activity compared 
with other activities, but not the specific steps of the process. The 
proposed study will systematically study the information seeking 
process and identify those area most impacted by culture. While 
the results will be limited for those two cultures, other groups 
with similar cultural characteristics can also benefit from the 
findings. The results can also provide the basis for future studies 
involving more cultures. It is hoped that the results of the user 
study can provide guidance for the designers of information 
websites that serve a global audience. 
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ABSTRACT 

The application of information visualization (infoviz) tools to 
mobile devices for information retrieval (IR) is uncommon.  This 
has been attributed to the complex challenges related to mobile 
devices including the technical restrictions upon generating a 
small screen graphical visual representation for abstract 
information. This paper reports on a work in progress on the basic 
interface design and creation of MVIBE (Mobile VIBE), a new 
mobile version of VIBE (Visual Information Browsing 
Environment), which is an information visualization tool 
developed for information retrieval. MVIBE was developed and 
tested on the Apple, Linux, and Windows mobile platforms. User 
feedback was obtained and some of the reported challenges are 
common to mobile technology and others to general information 
visualization. At this early stage, the overall question is: can 
mobile devices be effective for generating a viable visualization 
of search results?  The paper concludes with observations gained 
during the adaptation process, recommendations for the next 
phase of Mobile VIBE development, and future design 
considerations for developing information visualization interfaces 
on mobile devices.  

Categories and Subject Descriptors 
H.5.2 [Information Interfaces and Presentation]: User 
Interfaces – prototyping, screen design. 

General Terms 
Design, Verification 

Keywords 
Mobile Information Visualization, Mobile Information Retrieval 

 

 

 

 

 

 

 

1. INTRODUCTION 
Mobile computing environments are engaging users for various 
information retrieval (IR) tasks due to the availability of wireless 
access, mobile browsers, improved mobile devices, and their 
ubiquity in the information landscape [2].  Factual queries 
dominate mobile IR for items such as weather, calendar 
information, and traffic reports. However, persistent access to the 
web is expanding and mobile search is becoming a prominent 
mode of interaction that users adapt from familiar desktop 
environments [10].   

Text display on the small screen size of mobile devices is limited 
and information visualization tools offer potential in presenting 
concise representations of retrieved results to users.  Mobile 
search has been the object of academic exploration; however the 
presentation of visualized mobile search results has not. Mobile 
IR is in its very early stage and information visualization can be 
integrated into the user’s mental model of search result 
presentations since display options for mobile information 
retrieval are not yet firmly established.   

The contribution of this paper is significant to mobile information 
retrieval visualization since it presents a technical case study of 
adapting the desktop VIBE interface to a mobile device. MVIBE 
(Mobile VIBE) is one of the first graphical information 
visualization tools for IR to be developed from its desktop 
version.  In addition, this is one of the first studies to examine the 
new information visualization on three different mobile platforms 
using personal digital assistants (PDAs) devoid of telephony.  

2. RELATED WORK 
The predominant themes of previous work relating to this project 
include mobile information retrieval, mobile visualization 
interfaces, and mobile device testing for evaluating visualized 
representations.  

Mobile Information Retrieval. Research encapsulates work on 
rendering web pages for mobile displays and the usability of web 
page layouts for various types of tasks [24,30,25,26}. Users’ 
information seeking activities for web-based data are examined 
through mobile transaction log analyses and the approaches to 
mobile search offer avenues to apply visualization techniques to 
retrieved results [11,14,16,15,28]. 

Mobile users’ browsing and searching patterns show that 
browsing is predominant, however query searching reflected 
lengthier interaction times and higher user interest [9,23]. Visual 

 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies 
bear this notice and the full citation on the first page. To copy otherwise, 
or republish, to post on servers or to redistribute to lists, requires prior 
specific permission and/or a fee. 
HCIR09, October 23, 2009, Washington, D.C., U.S.A.. 
Copyright 2009 ACM 1-58113-000-0/00/0004…$5.00. 

Page 82 of 122



tag clouds are used for query representation in a system where 
users can view other user queries rather than search results for a 
particular geographic location in which they are situated [13].  
Queries which were used most frequently for that location appear 
in a larger text size.   

Mobile Visualization Interfaces. Initial work on visualized 
mobile web applications was directed toward resolving the end 
user’s request for web-based location information. As a result, 
many mobile visualization studies focused on web or GPS 
(Global Positioning System) based mobile mapping data to aid 
users’ navigation tasks [3,5].  Digital mobile maps represent 
geographic information and networked routes that are a direct 
analog to the physical environment.  

Research in mobile information visualization for information 
retrieval is limited. The lack of robust research may be attributed 
to its focus upon visualizing non-physical abstract information 
and the restrictions of mobile technology [7]. However, 
visualizing abstract document spaces on mobile screens is 
discussed by [17,29]. To address the issue of high information 
density on small screen, [27] developed a graphical interface 
based on “liquid browsing”, an animated scatter plot that 
resembles suspended bubbles in a liquid which is most suited to 
pressure sensitive screens that are not common among handheld 
devices. Work on visualized screen layouts, node occlusion, and 
underutilized screen space issues have mixed results [29,12,4,6].  

Mobile Devices. With exception of the iPod touch, Nokia and 
Hewlett Packard (HP) devices are primarily used in previous 
mobile visualized research as prototypes [29,4,6].  Work 
conducted specifically on personal digital assistants was shown 
for search result clustering and the scatterplot prototype [4,6].  

3. DESKTOP VIBE 
VIBE (Visual Information Browsing Environment) is a desktop 
prototype system developed by researchers at Molde College, 
Norway and at the School of Information Sciences, University of 
Pittsburgh. A more current desktop version was built as a Java 
Swing (or applet). Its original implementation had a strong impact 
on the direction of information visualization in IR for over a 
decade [22,18,8,21,19,20,1]. The selection of VIBE for this work 
was based on its wide implementation that reduced the 
uncertainty associated with information visualization system use. 

Basic elements of the VIBE interface include a visualized query 
that has round circular icons which represent Points of Interest 
(POIs) or user selected terms from a drop down menu of options.  
The resulting document set is depicted as polygons that are 
plotted in proximity to the POIs according to a term frequency 
distribution algorithm (Figure 1). The larger the document icon, 
the more frequent occurrence of terms related to the document.  
Desktop VIBE has a robust set of features to manipulate the 
visualization.  For example, color is prominently used to mark 
POIs and to indicate overlapping retrieved documents.  POIs may 
be dragged, added or removed from the display. Relationships 
between the POIs and the documents can be depicted using the 
“lines” or “net” features  The salient premise in VIBE’s design is 
that the query and resulting document set can be visualized in one 
screen for user browsing and item selection.   

 

 
Figure 1: Desktop VIBE Display. 

 

The first comprehensive usability study of the desktop VIBE 
system showed that its interface and availability of robust features 
for IR made it a prime candidate for information visualization 
adaptation in the mobile environment [19,20].  

4. MOBILE VIBE (MVIBE) 
The design of Mobile VIBE began with a review of the initial 
user study with desktop VIBE [19,20]. It was observed that while 
desktop VIBE had well developed interface features, they could 
not all be deployed simultaneously in a mobile visualization. 

Task 1: Defeaturing. The first objective in creating Mobile VIBE 
was to defeature the desktop VIBE interface by selecting interface 
options to yield a simpler and clearer mobile interface for end 
users [21]. Original desktop system options such as “star”, 
“lasso”, “astro” or “Boolean” views were not included in the 
mobile design.  Colors were limited to green for the POI display, 
red for their moveable state indicating that POIs are selected for 
the user to relocate them, blue for the “lines” feature and 
document icons, and a white background for the display. 

Salient features were selected and applied to the mobile version 
on the basis that they were amenable to a mobile screen display 
and function. The list includes three system-generated default 
display items that enable data coding and seven user controlled 
features to use in the display (Table 1). 

Table 1: Mobile VIBE Interface Features 
Mobile VIBE Default Features 

POIs.  Points of Interest, which are document terms represented as 
circular icons on the display. 

POI Labels. Text labels that show the query terms above the POIs 
(Points of Interest). 

Document Icons.  Squares on the display that represent retrieved 
documents. 

Mobile VIBE User Display Options 

Show Document Titles. Allows the user to make visible the text 
derived from the search results positioned near the document icons. 

Begin Dragging. Notifies the user of the initial POI movement. 

End Dragging.  Notifies the user of the POI movement’s end. 

Show Lines.  Allows the user to display axes between two terms 
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(POIs).  All document icons situated on the line are related to the 
terms on either end.  It is useful for determining the influence of 
POIs on document icons. 

Move POIs. A move is activated by clicking on a POI and then 
clicking on another part of the screen to place it. 

Color.  Associated with the Move POIs feature. The default POI 
color is green and the color changes to red while the user relocates 
the POI on the screen. 

Reset POIs. Places POIs in the default circular arrangement. 

 

Task 2: Mobile Development. Mobile VIBE was authored in 
JavaScript in order to make the code multi-platform compliant 
and to take advantage of a wider range of support from various 
mobile devices.  Unlike the desktop environment, Java applets are 
not fully supported by mobile devices at this point, whereas 
JavaScript is more ubiquitous.  Mobile VIBE is a JavaScript port 
of the Java Swing version of VIBE.  Due to the similarity of Java 
and JavaScript syntax, the adaptation was relatively 
straightforward and was mostly done by direct translation. The 
porting became possible due to recent support of the CANVAS 
tag from state-of-the-art Web browsers, such as Safari, Firefox, 
and Opera. The CANVAS tag allows the manipulation of every 
pixel in the area it occupies, so it was possible to freely draw the 
VIBE visualization on it.   

Data were encoded on Mobile VIBE in a consistent manner with 
its predecessor.  Document icons are geometric squares, however 
the icon size to represent term frequency of the POIs was not 
implemented in the mobile version.  Figure 2 shows an example 
of the graphical Mobile VIBE interface on the HP iPAQ running 
Opera 9.5 Beta on Windows Mobile 6. The circular green icons 
represent the terms or POIs, term labels appear above the icons 
and the lines feature is activated to connect the terms on the 
display.  The square icons are the retrieved items and the interface 
options are presented at the bottom of the display.  In this 
example, the visualization is highlighted with square borders.  
The portrait view is shown although the device may be used in a 
portrait or landscape position to view the visualization on the HP 
iPAQ and iPod touch.  

Since all three of the mobile Web browsers used in the current 
investigation support JavaScript and the CANVAS tag, the 
drawing of the visualization in the mobile environment was done 
without any modification of the desktop version of the VIBE 
JavaScript code. However, due to the different input methods they 
support, the interaction mechanism needed to be updated.  The 
code was loaded on to three representative personal digital 
assistants, which are described next. 

Task 3: Mobile Interaction. The three PDAs, their screen 
resolutions and browsers include: the iPod touch running iPhone 
OS 2.1.1 (480x320) and Safari 3.1.1; the Nokia N810 running 
Maemo Linux 4.1 OS2008 (800x480) and the Mozilla-based 
MicroB 1.0.4 browser; and the HP iPAQ 211 Enterprise Edition 
(640x480) running Windows Mobile 6 and the Opera 9.5 Beta 
browser. 

 
Figure 2: MVIBE Interface on the HP iPAQ. 

Apple’s iPod touch supports the most unique input method with 
its multi-touch interface, which allows users to use their two 
fingers to click, drag, squeeze, and rotate objects on the screen.  
Apple provides a simple set of JavaScript event handling 
functions for the multi-touch events and the mouse dragging 
action of the desktop version could be easily adapted to the new 
touch-based POI dragging. The Nokia and HP machines use 
stylus pens as input devices and they could drag the POIs without 
modification of the original VIBE JavaScript code. However, it 
was difficult to drag the POIs with the stylus pen due to the 
smaller size of the mobile screen and the viewport panning nature 
of the devices (the screen itself frequently panned around while 
dragging the POIs). 

Therefore, a simpler method for moving POIs was added: a click-
move-and click again function. With this functionality, when a 
user clicks on a POI, its color changes to red, showing that it is in 
a movable state. Then the user moves his/her stylus pen to any 
arbitrary position on the screen (not dragging) and then clicks on 
it. The POI, which was just selected, jumps to the new position.  

Four query terms were represented as four POIs on the screen as 
green circles and the documents were displayed as small squares 
equipped with their titles (Figures 2 and 3). The most noticeable  
problem was the clutter of visualization elements such as the 
document titles and lines among the POIs (Figure 3a). To resolve 
the visual clutter, options to turn off the lines and titles were 
added (Figure 3b). Moreover, users can freely move the POIs and 
relieve the clutter of the document titles (Figure 3c).   

A small sample data set was constructed and visualized. The data 
are a single web search result, generated by the Google web 
search engine. The query, “information visualization document 
retrieval”, was entered on Google and the top 10 documents 
returned by Google were downloaded. The 10 web pages were 
indexed using the Indri search engine 
(www.lemurproject.org/indri) and the probability values between 
each document and each query term, “information”, 
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“visualization”, “document”, and “visualization” were calculated.  
The VIBE engine can then read the probability values and make 
use of the probability ratios for the visualization.  
 

 
Figure 3: MVIBE on the iPod touch. 

5. EARLY USER FEEDBACK 
User feedback on the Mobile VIBE interface was elicited at this 
very early stage. Six doctoral students (four females and two 
males) from the School of Information Sciences volunteered to 
critique the Mobile VIBE interface.  All but one had over one 
year of mobile device experience and had been exposed to 
information visualization. Their feedback is shown in Table 2.  

Table 2: User Feedback Summary 
MVIBE Display Legibility.  Received positive user responses. 

Mobile Device Type. Affected POI label identification and users 
ranked  this  task’s effectiveness on the mobile devices in descending 
order: the iPod, Nokia, then the HP. 

Readable Document Titles. Received low user ratings according to 
the same ranking of mobile devices as shown above.  Occlusion is 
problematic. 

Interface Icon Visibility. Positive user responses, except on the HP. 

Lines Feature. Uniform favorable response by users, except on the 
HP. 

Move POIs. Mixed success reported by users across devices. 

Resize Display. Reportedly worked on the Nokia and HP, not the 
iPod. 

Understanding MVIBE features. Positive responses received from 
most users. 

 
The users’ observations of MVIBE on the iPod touch included the 
difficulty with screen control, how large finger size may be 
prohibitive to its use, how it was difficult to move the POIs, and 
how the multi-touch zoom does not work with Mobile VIBE.    
The users’ favorite activities with MVIBE on the iPod touch 
included interacting with the display orientation, moving POIs, 
and using the “Reset POI” option.  On the HP iPAQ, the preferred 
activity was the zoom functionality.  

6. CONCLUSIONS AND FUTURE WORK 
This technical case study presents an initial venture into the 
adaptation of an established desktop visualization tool designated 

for information retrieval, to a mobile device. The recommended 
steps to accomplish this goal include: 1) using a defeaturing 
technique to initially select few interface options for reducing 
visual complexity; 2) selecting a cross-platform development 
tool to address multiple mobile environments (e.g. JavaScript); 3) 
keeping visualization design principles aligned with mobile 
interaction techniques; and 4) obtaining user feedback at an 
early stage to facilitate incremental development  

The initial step of defeaturing an infoviz interface is important for 
establishing a baseline for development. Testing designs on 
multiple platforms reveals how issues may appear in one 
platform, but not another. This is significant for users’ selecting 
multiple device types. It was observed that users experienced 
different levels of difficulty when interacting with the 
visualization due to browser function interference (e.g. zooming). 
For this reason, browser-based mobile visualization interaction 
design needs to be reformulated to correspond with current 
mobile browser techniques.  The visualization functionality may 
require adaptation to remain compatible such as changing the 
“move POI” MVIBE option from drag and drop to point and click 
(See Section 4: Task 3). Balancing mobile functions with the 
visualization interface design requires further work.   

MVIBE is a work in progress and future work is planned. Users 
had positive responses in understanding MVIBE’s interface 
features. Most graphical features were evident in the display 
however, the textual document titles’ appearance and lines 
occlusion posed difficulty. Techniques, such as rollovers, are 
being considered to address the titles issue. What is surprising is 
the difference of interaction difficulties among the three devices. 
It is known that the variability of platforms among mobile devices 
is a larger functionality issue in comparison to the desktop 
environment, however how it specifically affects a mobile 
visualization is a new avenue for exploration.  Future research 
will concentrate on fixing the movement, selection, zooming, 
resizing issues since incongruities were found among the devices 
and the visualization system. Additional IR features will be 
incrementally added and tested with a larger data set and more 
participants to evaluate the visualization in the mobile IR process. 
A personalization option will be investigated. 

The early testing of Mobile VIBE shows promise for the field of 
mobile infoviz for information retrieval.  The MVIBE case study 
demonstrates several factors to address when creating IR 
visualizations for mobile devices. It presents an affirmative 
answer to the initial guiding question in that mobile devices can 
be effective for generating a graphical IR visualization. 
Manufacturers’ mobile products are improving and mobile 
challenges are becoming less onerous to overcome in order to 
generate future IR visualizations in the rapidly expanding mobile 
environment.         
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ABSTRACT 
This paper explicitly models subjective relevance by 

deconstructing its elements. We outline the various dimensions of 

subjective relevance, considering internal and external factors as 

well as interactions. We employ a utility framework for modeling, 

both conceptually and mathematically, subjective relevance and its 

multiple dimensions, aspects and interactions.  
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Principles – User/Machine Systems – Human factors  

General Terms 
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1. INTRODUCTION 
Although it is well documented that relevance is multidimensional 

and dynamic, most studies still assess it with a single measure at a 

single point in time [3].  Moreover, relevance is assessed in the 

same way regardless of the user‘s information seeking task, 

interest or personal characteristics. This leads to inquiries about 

what type of relevance is being modeled in information seeking 

studies, what is being measured and what criteria users employ 

when deciding which information objects are relevant to them. 

While simplifications and abstractions are often necessary in order 

to study phenomenon, this does not mean that efforts should not be 

made to better understand and measure relevance.  As Saracevic 

notes, ―relevance is a, if not the, key notion in information science 

in general and information retrieval in particular‖ (p. 1915) [15]. 

Given its centrality and importance (indeed, some notion of 

relevance is used in almost all human computer information 

retrieval studies), increased effort should be made to model and 

measure relevance. 

In previous work, we discussed some of the limitations of current 

conceptualization and operationalizations of relevance in 

information retrieval [10]. In this paper, we present a conceptual 

model for subjective relevance and demonstrate a strategy for 

operationalization. This paper proposes utility as both a measure 

of, and as a theoretical framework for, subjective relevance. This 

approach has been presented by other researchers [4,12]. We 

believe the concept of utility is useful because it considers 

relevance from the user‘s point of view. In this paper we consider 

three types of user-centered relevance: cognitive relevance, 

affective relevance, and situational relevance [14,15]. We then 

present a conceptual and mathematical model of these three types 

of relevance and discuss interactions among them. 

2. RELEVANCE AND UTILITY 
Researchers have used many terms to describe subjective relevance 

or different aspects of it [1,4,8,14,16,18]. The number of these 

possible aspects is innumerable, as are the potential interactive 

effects of those aspects. Although this can present serious 

problems for measurement it also gives researchers leeway to 

construct measures appropriate for testing their hypotheses about 

relevance judgments and information seeking behavior. 

Considering its historical development, utility seems like a good 

general concept on which to ground any discussion of subjective 

relevance. In Jeremy Bentham‘s An Introduction to the Principles 

of Morals and Legislation [2] he postulated that people should and 

do make decisions in order to maximize their pleasure while 

minimizing their pain. Bentham discusses the idea of happiness 

which is a pleasurable state of mind that comes from success or 

attainment of what is good [7]. By this definition, Bentham‘s 

greatest happiness principle is a necessary and sufficient condition 

for a criterion of relevance judgments. Bentham and his 

contemporaries used utility as a measure of this happiness or 

satisfaction.  

Some of the terms used in reference to relevance are pertinence, 

psychological relevance, situation relevance, usefulness and value. 

All of these, and any others that come to mind, can be included in 

the definition of happiness above. Therefore maximizing utility (a 

measure of happiness) is synonymous with maximizing any 

manifestation of subjective relevance. 

Cooper was one of the first researchers in IR to consider utility as a 

measure of retrieval effectiveness. His seminal work lays the 

foundation for our current discussion [4,5]. By challenging 

traditional, system centered views of relevance Cooper opens the 

door for researchers to provide rich theories of relevance that not 

only reflect algorithmic and topical forms of relevance but those 

that consider the user‘s needs and situation as well [1,8,14,16,18]. 

Our work synthesizes these theoretical constructs of subjective 

relevance into a cohesive framework using a utility model. Our 

goal here is only to present the theoretical framework, a validation 

of appropriate instruments and experiments testing the theory are 

planned for future work.   

Having placed subjective relevance in a utility framework we next 

examine the choice variables that determine users' preferences. It is 

the direct and indirect effect of these aspects, their interactions 

with each other and external factors that describe the strategies and 

motivations which affect users' preferences and the subsequent 

relevance outcomes. 

3. DIMENSIONS OF RELEVANCE 
Saracevic conceptualized relevance along five dimensions:  (1) 

system or algorithm; (2) topical; (3) pertinence or cognitive; (4) 
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situational; and (5) motivational or affective [12, 13]. System or 

algorithm relevance describes the relationship between a query and 

the collection of information objects.  This type of relevance is 

operationalized by a particular algorithm, and does not involve 

user judgment.  Topical relevance is associated with the aboutness 

of a particular document. For instance, if the user‘s query is 

‗elephants,‘ then a document containing a discussion of elephants 

is topically relevant. Pertinence, or cognitive relevance, describes 

the relationship between a user‘s perception of his information 

need, what he currently knows about the information need and a 

document. This is very much related to psychological relevance 

[6], which considers the degree of cognitive transformation or 

learning that is caused by reading a document. Situational 

relevance, originally coined by Wilson [18], is concerned with the 

idea that relevance judgments change according to task and 

situation. Finally, motivational or affective relevance considers the 

intentions, goals, motivations and emotions of the user. 

Cognitive relevance and affective relevance are internal processes. 

Situational aspects usually start out as external conditions which 

eventually have an impact on internal processes. Classifying these 

relevance dimensions into internal and external categories is an 

important step toward the development of a viable theory of 

subjective relevance. Equally as important is considering the 

interaction between and among these internal and external factors. 

The effects that situational factors have on cognitive and affective 

relevance as well as the effects that these inward processes have on 

each other impacts how people make relevance judgments. To be 

clear we distinguish between internal processes and external 

conditions below. 

3.1 Internal Processes 
The internal aspects of subjective relevance—cognitive and 

affective—are constructs which do not exist outside the user. 

Cognitive relevance is the perception that the user develops of the 

information object given his or her cognitive state [14,15].  It is 

critical judgment and rational decision making. It is the recognition 

of an information need and a strategy to meet that need. Affective 

relevance, on the other hand, is the user's inner emotional state. It 

includes hopes, dreams and desires as well as goals and 

motivations.     

3.2 External Conditions 
Situational aspects of relevance originate outside of the user 

but can have serious impact on his or her internal state. To 

illustrate this, we will use one well-studied aspect of situation 

that has been found to impact relevance behavior, information 

task. We will use this example throughout out the remainder of 

this paper. Many researchers have studied how task affects 

relevance outcomes [3,11,19]. Some tasks can be quite 

cognitively demanding, while some are affectively charged. 

Different users have greater motivations for working on some 

tasks than others. Internal emotional and cognitive states are 

influenced by various situational factors including the 

environment and a user‘s time constraints. 

As previously mentioned the relationships between and among all 

dimensions of subjective relevance are extremely important to the 

understanding of the formation of relevance judgments. We posit 

that affective and cognitive relevance are strongly interdependent, 

that task effects are manifest through either or both of these aspects 

and that preferences over information objects as well as their 

various attributes is informed by both cognitive and affective 

forces. These interactions will be presented more formally in the 

following model. 

4. THE MODEL 
Drawing from the user-side of Saracevic's relevance aspects, we 

present a model of subjective relevance using utility as the 

unifying concept. For the purpose of this paper we regard utility as 

being defined as including all expressions of user satisfaction and 

user-centered relevance derived from an interaction between the 

user and an information object, regardless of source or context.  

This concept includes pertinence, psychological relevance, 

situational relevance, usefulness, value and any other term used to 

qualify a user‘s cognitive or affective reactions to an information 

object, assuming of course that the interaction has some 

measurable effect on the user‘s sense of well being, happiness or 

satisfaction.  This definition may seem broad, but since all the 

above concepts are equally unobservable and are based solely on 

user‘s preferences (by definition) no distinction need be made 

between definitions and criteria as to what specifically we think we 

are measuring. Basically, what the user sees as relevant is relevant 

[16]. Our work here is not concerned with whether or not any 

particular information object is relevant but with the various 

criteria users employ to make relevance judgments [15].  

The internal and external aspects of relevance introduced in 

Section 3 are presented graphically in Figure 1. Cognitive and 

affective relevance both have a direct bearing on utility. Their 

interdependence is modeled by the two way arrow between them. 

To date there are no adequate measures for cognitive or affective 

relevance. For future studies we suggest the use of indexes made 

up of self-reported questions measured by Likert-type scales much 

like the measures used for utility. Understanding the various 

dimensions of cognitive and affective relevance and the various 

indicators of these dimensions (e.g., scale items) are important 

future questions. 

Although situational relevance has no direct effect on utility, it 

does affect both cognitive and affective relevance. Situational 

effects must be processed internally in order to have an impact on 

subjective relevance. Since task has an effect on relevance we 

model situational relevance as having indirect effects on subjective 

relevance based on its direct effects on cognitive and affective 

relevance.  

So the effects of cognitive and affective relevance on utility 

originate from three dimensions: (1) the user's personal 

characteristics such as personal preferences, emotional nature and 

cognitive ability, (2) the effects that situation and other external 

factors have on his or her motivations, and internal states and (3) 

the interaction between these two states. These are all illustrated 

in Figure 1 below.  
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Fig. 1. Interactions of subjective relevance aspects. 

4.1 Mathematical Model 
In this section we present a mathematical representation of the 

constructs and interactions described in the theory section and 

illustrated in Figure 1. We use a utility function to represent the 

relationship between subjective relevance and its various aspects. 

We start with a general equation with no functional form. 

Utility(cog, aff, sit) = f(cog, aff, sit) (1) 

A user‘s utility of an information object is a function of cognitive 

relevance, affective relevance and situational relevance, as we 

spoke of above. Equation 1 serves a framework from which to 

proceed. It states the concept we wish to model, in this case utility. 

It also lists what is hypothesized as the determinants of utility, in 

this case cognitive, affective and situation relevance. 

Since situational relevance has no direct effect on utility but does 

have direct effects on both affective and cognitive relevance we 

extract it from Equation 1 and express cognitive and affective 

relevance, and through them utility, as being conditional on 

situational relevance. 

Utility(cog, aff | Ti) = f(cog, aff | Ti)   i=0,1  (2) 

As situational relevance changes, cognitive and affective 

relevances change as a result. These, in turn, have an effect on 

utility, in part because of the variation in task. In effect, task 

moderates the effects of affective and cognitive relevance. 

The categorization of tasks depends on the type of study being 

performed. Tasks can be categorized by the user in naturalistic 

studies, or they can be imposed by the research in controlled 

experiments. Classification schemes vary but all represent the 

states of situational relevance that the researcher is interested in 

analyzing. The effects of task on cognitive and affective aspects of 

relevance are a ripe area for future research. 

Equation 2 is analogous to having a separate utility function for 

each task class. Task effects on utility can be measured by the 

differences in mean utility across each task groups. More 

importantly, with adequate measures of affective and cognitive 

relevance, the means of these constructs can be compared across 

task groups as well. 

At this point our model does not describe the relationships or 

interactions between and among these constructs; to do so we need 

to impose a functional form. 

Utility(cog, aff | Ti) = (β0+ βccog + βa aff + βca cog*aff)| Ti (3) 

There are a few points of interest with Equation 3. First, its 

functional form is quadratic, due to the interaction between cog 

and aff. Secondly, although it is not explicitly stated in the 

equation, task effects are still implicitly affecting cognitive and 

affective relevance. 

As pointed out in our model and earlier, measurement is a huge 

issue in relevance research. Our theory depends on the 

development of adequate measure for testing of hypotheses and for 

the discovery of new aspects and dimensions of interest. 

4.2 Comparative Statics 
In economics, comparative statics is used to develop testable 

hypotheses from theoretical models [6]. It is used to analyze the 

effect that a change in one variable has on another. In utility theory 

it is used to measure the effects of changes in prices and income 

[13,17]. Prices and income are external constraints which are 

generally called exogenous variables. They are determined outside 

the model. In an experimental setting the researcher usually has 

some control over the exogenous variables, holding some constant 

and manipulating others. Task is the exogenous variable in our 

model. It is the external condition.  

Endogenous variables are those that are determined inside the 

model. In the typical utility model quantities of goods are the 

endogenous variable. How much agents buy or consume is 

determined in part by the exogenous variables, price and income. 

Since utility is dependent on these quantities it is also an 

endogenous variable.  

Utility is the variable of interest in both the classic consumer 

model and our model of subjective relevance. Here we use 

comparative statics to examine the change in utility (subjective 

relevance) as the result of a change in task. The effects that task 

have on cognitive and affective relevances are an intermediate 

step. 

Now assume the situation changes from T0 to T1 where T0 

represents a task with high affective content and T1 represents a 

task which has more cognitive demands associated with it. We 

further assume that the effect that T1 has on affective relevance 

remains constant. So we have: 

.0
T

aff

T

cog








 (4) 

Now the user balances the marginal benefits from using cognitive 

relevance criteria and using affective relevance criteria to the point 

where those marginal benefits are equal to each other and equal to 

zero. In other words the user cannot make any changes which will 

yield a better relevance decision according to his or her subjective 

criteria. This is called the marginal rate of substitution [13, 17]. 

Mathematically it is expressed as: 

.0
aff

U

cog
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 (5) 

So if cognitive influences on the user‘s utility goes up than the 

affective influences must go down to maintain the equilibrium in 

Equation 5.  

5. CONCLUSION 
In this paper we present a theory of subjective relevance. We use 

utility to conceptually model subjective relevance. We incorporate 

two dimensions (internal and external) and three aspects 

(cognitive, affective, situational) into our model. We then present a 

mathematical model and use comparative statics to illustrate the 

model. 
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Of course this model has short comings. Although it is intuitive 

that all subjective relevance comes from a combination of 

cognitive and affective factors, it is difficult to fully define these 

terms much less measure their effects. Still, thinking about 

subjective relevance along the lines proposed in this paper has 

advantages. The first is that no competing theory has yet 

established itself [15]. Secondly, its framework provides direction 

in relevance measurement research and creates a structural 

framework for testing hypotheses about internal, external, and 

interactive elements of subjective relevance. 

One other shortcoming of our model is the exclusion of system-

centered relevance from our analysis. The system side and user 

side also interact with each other. This interaction is hard to 

analyze. Having a relatively good understanding of the system 

side, research on the user side will likely bring a huge benefit and 

move toward an integrated understanding of the two.  

Although utility is an excellent surrogate for subjective relevance, 

the other latent variables are more difficult to measure. If one topic 

of research is to follow from the study, developing appropriate 

measures for the cognitive and affective aspects of relevance 

would make the largest contribution. Cognitive and affective 

relevances exist only as internal processes. Situational relevance, 

however, consist of preferences over external objects. Assuming 

that the user strives to maximize his or her satisfaction or well-

being over observable choices and self reported preferences, utility 

makes a good measure. 

As much work has been done on task effects on relevance this still 

remains an important component of relevance research. Task is a 

variable in the system which can be easily manipulated thereby 

allowing for experiments and subsequent testing. It is also the only 

variable we consider as representing situational relevance.  There 

are, of course, other such variables, but the growing body of 

research on task makes it a good candidate with which to start.  

Having established a theoretical framework for subjective 

relevance, our future research will be to develop instruments for 

measuring cognitive, affective and situational aspects, and conduct 

an experiment to estimate the effects of this these constructs and 

the relationships among them. 
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ABSTRACT 
In this paper, we present a number of observations and analyses 
from a user study. The study involved 84 subjects working on two 
different exploratory tasks for two sessions, which were one to 
two weeks apart. We found that a large portion of queries 
consisted of repetition of previously used query by the same user. 
There was also a high amount of overlap among the queries of 
different users for a given task, thus confirming the assumption 
that people tend to express their information request in the 
same/similar way for the same information need. 

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval – Query formulation, Search process.  

General Terms 
Design, Experimentation, Human Factors. 

Keywords 
Exploratory search tasks, query re-usage. 

1. INTRODUCTION 
Exploratory searches typically exhibit a wide range of queries that 
in many cases take place over multiple sessions (White & Roth, 
2009).  As people search over time, they often reuse the same 
query either consciously or not.  This phenomenon is pervasive, as 
illustrated by Teevan (2007) who found that one-third of all 
queries received by a search engine have been posed by the same 
user at least once before.  Likewise, different people often use the 
same queries for the same or similar needs, a basis for several 
recommendation system techniques (e.g., Smyth, 2003). 
Understanding how and why people pose the same queries and 
how queries overlap across people are important problems 
theoretically and can also be used in practical ways to improve 
results for the individuals who executed the query or others who 
execute similar queries.   

In this paper, we are present results from a study of how people 
use and reuse queries in multisession exploratory search tasks and 
to what extent these queries overlap across people and sessions.  

 

Our analysis show that (1) there is a number of queries that people 
tend to reuse, and that (2) for the same information need, people 
tend to use same/similar queries. 

2. METHOD 
We were interested in looking at how people work in 
collaboration while performing an exploratory search task. We 
brought 42 pairs of people (total 84 subjects) to the lab for two 
sessions, which were separated by one to two weeks. The subjects 
were university students and staff from age 17 to 50. Pairs were 
recruited under the condition that they had previously done some 
collaborative project(s) together. Participants worked in different 
rooms so they cannot see or talk to each other directly. They were 
given a chat client for communication while working on the 
assigned tasks. For their first session participants completed some 
demographic questions and had a short practice session to 
familiarize themselves with the chat setup, which worked as a 
browser plug-in.  They were asked to work through a task and 
after 20 minutes they were then interrupted, asked to complete a 
short questionnaire and asked to switch to the second task. They 
worked for about 20 minutes on the second task, completed 
another questionnaire and ended the session.  Sessions lasted 75-
90 minutes, which included a number of personal questionnaires 
and a group interview.  

For the second session, the subjects were asked to resume their 
tasks from the previous session to collect more relevant 
information and summarize their findings.  They worked on each 
of the tasks for about 20 minutes, including creating their 
summaries.  

The two tasks given to the subjects are listed below. 

Task-1: Economic recession 

“A leading newspaper has hired your team to create a 
comprehensive report on the causes and consequences of the 
current economic recession in the US. As a part of your contract, 
you are required to collect all the relevant information from any 
available online sources that you can find. 
To prepare this report, search and visit any website that you want 
and look for specific aspects as given in the guideline below. As 
you find useful information, highlight and save relevant snippets. 
Later, you can use these snippets to compile your report. You may 
also want to save the relevant websites as bookmarks, but 
remember - your main objective here is to collect as many 
relevant snippets as possible. 
Your report on this topic should address the following issues: 
reasons behind this recession, effects on some major areas, such 
as health-care, home ownership, and financial sector (stock 
market), unemployment statistics over a period of time, proposal, 
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execution, and effects of the economy stimulation plan, and 
people's opinions and reactions on economy's downfall.” 
 

Task-2: Social networking 

“The College Network News Channel wants to do a documentary 
on the effects of social networking services and software. Your 
team is responsible for collecting various relevant information 
(including statistics) from the Web. As a part of your assignment, 
you are required to collect all the relevant information from any 
available online sources that you can find. 
To prepare this report, search and visit any website that you want 
and look for specific aspects as given in the guideline below. As 
you find useful information, highlight and save relevant snippets. 
Later, you can use these snippets to compile your report. You may 
also want to save the relevant websites as bookmarks, but 
remember - your main objective here is to collect as many 
relevant snippets as possible. 
Your report on this topic should address the following issues: 
emergence and spread of social networking sites, such as 
MySpace, Facebook, Twitter, and del.icio.us, statistics about 
popularity of such sites (How many users? How much time they 
spend? How much content?), impacts on students and 
professionals, commerce around these sites (How do they make 
money? How do users use them to make money?), and examples 
of usage of such services in various domains, such as health-care 
and politics.” 

While the experiment was designed to study how people seek 
information in collaboration, for the purpose of this paper, we will 
consider an individual subject as a unit.  

3. OBSERVATIONS AND ANALYSES 
In this section we present several observations and analyses of 
how individuals use and re-use queries, and how individual 
queries overlap with those of the other people with the same 
information need. 
 

3.1 Query usage 
We first consider overall query usage and re-usage. Our subjects 
used total 4207 queries (aggregated over both the tasks and 
sessions), of which 1605 were source-wise unique queries, and 
1522 were overall unique queries. Thus, nearly 40% of the queries 
issued were repeated at least once (by the same or some other 
subjects). Figure 1 shows the sources that were queried by the 
participants in aggregate with source-wise number of queries 
(total and unique). A significant portion of all the queries was sent 
to Google, with CNN (mostly for Task-1) and Bing next most 
used. It is interesting to note that with every source, a large 
portion of queries were repeats. 
Figure 2 lists the top sites that the users visited for each task. 
Google was the most visited site for both the tasks, followed by 
news sites, such as the New York Times and CNN. For Task-1, 
the subjects also visited Bureau of Labor Statistics (BLS) and 
Recession.org website, where many up-to-date statistics on the 
current economic recession can be obtained. We found that these 
websites were discovered mostly due to queries such as 

“unemployment statistics US” and “economic recession” rather 
than by following links with sites or directly typing in URLs.1   
 

 

Figure 1: Source-wise query usage and overlap in aggregation 
(number of queries in log scale) 
 

 
Figure 2: Top sites visited for both the tasks 

                                                                    
1 A few times subjects even typed queries such as “bls” in Google. 

Task-1 Task-2 
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3.2 Query re-usage and overlap 
We were interested in studying four particular questions about 
query re-usage (within individuals) and overlap (between 
individuals). These questions and the corresponding observations 
and analyses follow. 
 
Q1. How often do people re-use their own queries?  
Figure 3 plots the total number of queries used for each task and 
session, along with how many of them were unique. As we can 
see, a large portion of queries for a given session was already used 
in that session (about 20 minutes in length). This is also reflected 
in Table 1, where the query re-use statistics are reported. Both the 
tasks had on average about 40% of query re-use. 
 

 
Figure 3: Task and session-wise individual query re-usage 
 

Table 1: Task and session-wise individual query re-usage 
statistics 

 Session-1 Session-2 Average 

Task-1 44.02% 37.79% 40.91% 

Task-2 39.92% 36.84% 38.38% 
Average 41.97% 37.32%  

 

We also looked at the differences in query re-usage behavior for 
each user across tasks and sessions. In order to do this, we 
compared a user’s query re-usage for a given task and session to 
other task and/or session. We then did a pair-wise comparison for 
all 84 subjects for their tasks and sessions. The significance test 
results for these comparisons are provided in Table 2. As we can 
see, for Task-2, there was a statistically significant difference 
between how people re-used their queries between two sessions. 
We also found statistically significant difference in query re-usage 
between the second sessions for both the tasks. Other comparisons 
showed non-significant differences in individual query re-usage 
behavior. 
 

Q2. How often people re-use their queries from the previous 
session? 
One of our interests in this study was to look at browsing and 
query re-use across multiple sessions. We found (Figure 4) that 
only about 5-10% of the queries used in the second session were 

repeats from the first session. However, when we expanded our 
matching criteria to include subqueries (e.g., “economics 
recession” is a subquery of “economics recession US”), we found 
a much larger re-usage portion. In fact, for Task-2, we found 
nearly half of the queries being repeats (as the same exact query 
or a subquery) from the first session. Our analysis showed that for 
Task-2, more than half of the queries had “social networking” in 
them. This may be due to the fact that almost all the facets in this 
task also had “social networking” as a sub-facet; the subjects 
found it difficult to investigate those facets without the context of 
social networking. This also became apparent in the interviews we 
did after the tasks. For Task-1, on the other hand, the subjects 
could run fairly independent queries for covering different facets, 
such as “unemployment stats” and “recession causes”. 
 

Table 2. Two-tailed paired t-test for measuring the 
significance of difference in query reusing for different tasks 
and sessions. Statistical significance at p<0.05 is show in bold. 

Comparison Value of p 

Task-1: Session-1 to Task-1: Session-2 0.877 

Task-1: Session-1 to Task-2: Session-1 0.506 

Task-2: Session-1 to Task-2: Session-2 0.000 

Task-1: Session-2 to Task-2: Session-2 0.002 
 

 
Figure 4: Second session query and subquery re-usage rates 
from the first session 
 

Q3. What proportion of queries overlap across different 
people for the same task? 
Figure 5 shows the portion of queries that one used was also used 
by some other subject for the same task. Similar to above, we 
looked at not only exact query match, but also subquery matches. 
We can see that for Task-2, the subjects had a much better 
agreement on what the queries were reused. This confirms our 
justification given at the end of the previous question analysis. 
 

Q4. What proportion of queries is similar across different 
people of different teams for the same task?  
Instead of simply looking at exact matching queries, we also 
looked at how close two given queries are. To find this closeness, 
we used Edit Distance measure. The results are plotted in Figure 6 
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and 7. In these figures, the X-axis shows the edit distance between 
two queries, and Y-axis shows the number of queries. Thus, for 
Task-1, there were 528 queries that had a closest query with 
distance zero (exact match), 162 queries that had a closest query 
with distance one, and so on. For simplicity, edit distance only up 
to 20 is shown in both the graphs. 
 

 
Figure 5: Average query and subquery re-usage proportion 
for a subject with respect to other subjects 
 
Once again, we find that many queries that our subjects used for a 
given task were the same or very similar to the queries other(s) 
have used. 

We also found that in case of Task-2, there was a greater 
agreement among the participants in formulating the queries, as 
compared to Task-1 (e.g., 725 queries with zero edit distance for 
Task-2 vs. 528 for Task-1). 
 

 
Figure 6: Edit Distance among the queries for Task-1. X-axis 
shows Edit Distance between a pair of queries, and Y-axis 
shows number of queries. 

 
Figure 7: Edit Distance among the queries for Task-2. X-axis 
shows Edit Distance between a pair of queries, and Y-axis 
shows number of queries. 
 

4. DISCUSSION 
From an analysis of query usage of 84 subjects working on 
exploratory tasks over two sessions, we found support for query 
re-usage for individuals, and high overlap among the queries of 
multiple subjects for a given task. Such observations and analyses 
about query usage and re-usage confirm is that people with same 
information need tend to express their information need in the 
same/similar way. This is a driving motivation for collaborative 
filtering work and query assistance/suggestion.  The substantial 
reuse and overlap demonstrate that such techniques may be even 
more useful for exploratory searching.  
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ABSTRACT
Today’s popular retrieval metrics are largely divorced from
any notion of a user interface or a user model. These met-
rics such as mean average precision produce measures of
ranked results quality rather than predictions of human per-
formance. Using GOMS, we modify the Cranfield-style of
evaluation to create a new evaluation method that makes
testable predictions of human performance. While not yet
validated by user studies, we demonstrate using our evalua-
tion method that such an evaluation technique gives infor-
mation retrieval researchers the ability to understand how
changes in the interface or in the underlying retrieval al-
gorithm impact user performance. Future work should be
directed to the creation and validation of evaluation meth-
ods that predict user performance and incorporate explicit
user interfaces and user models.

1. INTRODUCTION
While the information retrieval (IR) community has known

since the work of Dunlop [8] that IR evaluation could be im-
proved with automated usability methods from the field of
human computer interaction (HCI) [9], retrieval metrics de-
void of explicit user interfaces and user models continue to
dominate IR evaluation.

As a step towards answering our call to move Cranfield-
style evaluation towards a more realistic evaluation [14], we
use GOMS, an automated usability method, to create an
evaluation method that makes testable predictions of hu-
man performance. Cranfield-style evaluation measures the
ranking quality of a retrieval algorithm given a test collec-
tion of documents, search topics, and relevance judgments.
An example of a commonly used metric in Cranfield-style
evaluation is precision at rank 10 (P10). The precision at
rank 10 is equal to number of relevant documents found
within the first 10 documents returned by a retrieval algo-
rithm divided by 10. While these metrics can be somewhat
correlated with user performance [1, 2, 15] they do not make
testable predictions of user performance.

GOMS estimates the time for expert users to complete a
task given a certain interface [4, 10]. The acronym GOMS
stands for Goals, Operators, Methods, and Selections. In
simple terms, GOMS is about finding the sequence of oper-
ations on a user interface that allows the user to achieve the
user’s goal in the shortest amount of time. GOMS allows an

Copyright is held by the author/owner(s).
Third Workshop on Human-Computer Interaction and Information Re-
trieval (HCIR’09), October 23, 2009, Washington DC, USA.

interface designer to obtain predicted task times for different
interfaces before more expensive user testing.

In our case, the IR user has a goal of finding as many
relevant documents as possible. The operations are the ac-
tions possible with a hypothetical user interface. We em-
body “methods and selections” in what we refer to as a user
model. The user model we create in this paper is a simple,
first step towards better models. For example, our model
lacks the ability to perform query reformulation. Consider-
able research effort will be required to create user models
based on observed user behavior. Even with a better user
model, the overall evaluation methodology will need to be
validated with user studies to determine the accuracy of the
performance predictions [5, 6].

By combining GOMS with the Cranfield-style of evalu-
ation, we obtain a simulation of user behavior for which
all user actions have associated times. For example, from
GOMS we know that moving the mouse to a button will
take on average 1.1 seconds [11]. From this simulation many
testable measures of human performance are computable. In
this paper, we compute the number of relevant documents
read by the simulated user within 10 minutes.

Evaluation methods, such as ours, that explicitly incorpo-
rate a user interface and a user model allow IR researchers
to investigate the impact of interface changes on user per-
formance before turning to more expensive user studies for
confirmation. In other words, IR researchers can simulate
user behavior over a hypothetical user interface to generate
testable hypotheses. For example, based on our experimen-
tal results, we hypothesize that the user interface determines
the relationship between ranked retrieval quality and user
performance.

Next we describe our method in more detail and then
follow with our experiments and preliminary results.

2. METHODS AND MATERIALS
Our evaluation methodology consists of a hypothetical

user interface and a user model defined over that interface.
Our hypothetical interface is a simplified version of today’s
common web search interface. The interface provides a text
box that allows the user to enter and submit a keyword-like
query. On submission of the query, the user is presented
with 10 query-biased summaries of the top ranked results
produced by an underlying retrieval algorithm in response
to the query. Each result summary provides a hyperlink or
button that when clicked on will take the user to the full
document. The interface provides the means for the user to
hit a “back button” and return to the search results. The
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Let t be the total search time.
Enter query and hit return. (t← t+K(length(query)+1))
Wait for results & move hands to mouse. (t← t + W )
for i← 1 to Number of Results do

Read and evaluate summary. (t← t + SE)
D ← document at result i
judgment ← qrels judgment of D
if judgment is non-relevant then

With probability P0 decide to read D.
else if judgment is relevant then

With probability P1 decide to read D.
else // judgment is highly relevant

With probability P2 decide to read D.
end if
if Decided to read D then

Point mouse to link/button. (t← t + P )
Click mouse button. (t← t + BB)
Wait for result page to load. (t← t + W )
Read and evaluate D. (t← t + DE)
if judgment is relevant or judgment is highly relevant
then

numRelevantRead ← numRelevantRead + 1
end if
Point mouse to back button. (t← t + P )
Click mouse button. (t← t + BB)

end if
if ((i+1) mod 10) = 1 then // Only 10 results per page

Point mouse to next page link/button. (t← t + P )
Click mouse button. (t← t + BB)
Wait for next page of results. (t← t + W )

end if
end for

Figure 1: User model. The time each action takes
is shown in parentheses. Table 1 lists the model
parameters and their values.

search results interface also provides a link or button to take
the user to a new page with the next 10 ranked results.

Figure 1 shows our user model. First, the simulated user
enters the query by typing and then waits for the first 10
search results. The user then proceeds to read and evalu-
ate the result summaries one after the other. With some
probability conditional on the relevance of the underlying
document, the user will decide to click on a summary and
read the document. After reading the document, the user
hits a “back button” and continues reading and evaluating
the search result summaries. When the user reaches the
end of the summaries on a page, the user clicks on a link
or button to request the next 10 results. All actions have
associated times.

Our user model is simple, for demonstration purposes, and
not an attempt to capture the complex process of search. For
example, while query reformulation could be made possible
with our hypothetical interface, our user model is incapable
of reformulating queries. Eye tracking research has clearly
shown that users quickly reformulate queries that don’t pro-
duce top ranked relevant documents [12].

Table 1 lists the parameter settings of our user model.
These settings come primarily from two places. For GOMS,
we utilize the keystroke level model (KLM) [3]. In this
model, the operators are defined at the level of keystrokes

Keystroke (average non-secretarial typist 40
wpm) [11]

K = 0.28 s

Type a sequence of n keys [11] n×K s
Point the mouse to a target on the display [11] P = 1.1 s
Press or release the mouse button [11] B = 0.1 s
Click mouse button (press and release) [11] BB = 0.2 s
Move hands to keyboard or mouse [11] H = 0.4 s
Mental act of routine thinking or percep-
tion [11]

M = 1.2 s

Wait for search results or web page to load W = 1 s
Time to evaluate a search result summary [16] SE = 19 s
Time to evaluate a document for rele-
vance [16]

DE = 88 s

Probability of clicking on non-relevant sum-
mary [16]

P0 = 0.25

Probability of clicking on relevant sum-
mary [16]

P1 = 0.53

Probability of clicking on highly relevant
summary [16]

P2 = 0.77

Table 1: User model parameters. All times are in
seconds. Figure 1 shows the user model.

and mouse movements. Timings for these operators are av-
erages obtained from various user studies [11]. In our use of
GOMS, we inadvertently omitted use of the “mental” opera-
tor. Even so, most mental actions in our model are involved
in the evaluation of the search result summaries and docu-
ments and are captured by the SE and DE parameters.

Our other source for parameter settings comes from the
work of Turpin, Scholer, Järvelin, Wi and Culpepper [16]
who created a methodology to include search result sum-
maries into standard list quality metrics such as precision
at 10 (P10) and mean average precision (MAP). As part of
their work, they asked users to determine whether or not
to click on a summary and view the corresponding docu-
ment. If the user felt the summary would lead to a relevant
document, the user would decide to click on the summary.
Users then judged the relevance of documents on a 4 point
graded scale. On average, users took 19 seconds to evaluate
a summary and 88 seconds to evaluate a document. While
we know that eye tracking results show that users usually
spend much less than 19 seconds reading a summary [7],
we utilize Turpin et al.’s timings to be consistent with their
measures of summary evaluation accuracy.

In a simulation analysis of TREC 9 and 10 submitted runs,
Turpin et al. mapped their two highest relevance categories
to TREC’s “highly relevant” and their least relevant cate-
gory to “relevant” and finally mapped non-relevant to non-
relevant. With this mapping, the probability that a user
would click on a summary was 0.77 for highly relevant doc-
uments, 0.53 for relevant, and 0.25 for non-relevant. These
summary evaluation accuracies are in line with the 75% ac-
curacy found by Sanderson [13]. We use these probabilities
in our experiments with the same TREC 9 runs.

3. EXPERIMENTS
For our experiments we use the 40 automatic, title only

ad-hoc web retrieval runs from TREC 9. For each run we
compute the precision at 10 (P10) as well as the number
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Average Improvement over Normal Model
Condition Percent Imp.
Perfect Summaries 80%
Read Documents Twice as Fast 38%
Better Summaries 23%
Read Summaries Twice as Fast 17%

Table 2: Results for the 4 interface improvements
described in Section 3. For each of the 40 TREC-9
runs, user performance is measured as the number
of relevant documents read within 10 minutes.

of relevant documents read by our simulated user within 10
minutes. Because there is inherent randomness in our user
model caused by the different probabilities of clicking on a
result summary, we simulate usage 1000 times for each topic
of each run and average the predicted performance.

In addition, we examine 4 possible interface improvements:

1. We modify the result summaries so that users can eval-
uate them twice as fast (9.5 s rather than 19 s).

2. We improve the evaluation accuracy of summaries. For
relevant and highly relevant documents, the summary
evaluation accuracy increases by 25% (0.53 to 0.663
and 0.77 to 0.963) and for non-relevant documents the
error rate decreases by 25% (0.25 to 0.188).

3. We provide some means for the users to evaluate doc-
uments twice as fast (44 s rather than 88 s).

4. We make summaries perfect. All relevant and highly
relevant documents are viewed, and users waste no
time reading non-relevant documents. While likely an
impossible interface improvement if evaluation time
remains unchanged, this change allows us to see the
maximum possible gain for improvements in summary
evaluation accuracy.

We naively assume all interface improvements do not af-
fect other aspects of the search process. For example, for
improvement 1 above, users can evaluate summaries faster
with no decrease in evaluation accuracy.

4. RESULTS AND DISCUSSION
Table 2 shows that our evaluation method predicts that

each of the interface improvements would increase the num-
ber of relevant documents evaluated by the user within 10
minutes.

While our interface improvements are all “what-if” exper-
iments, we can see in Figure 2 that under the assumptions
of our evaluation method, the user interface determines the
relationship between ranked retrieval quality and user per-
formance. What good is a 20% improvement in P10? The
answer depends on the quality of the user interface. Better
interfaces better translate retrieval gains into user perfor-
mance gains.

Based on Figure 2, should we conclude that P10 is a metric
that mirrors user performance when performance is defined
to be the number of relevant documents examined within 10
minutes? No. We’ve replaced one evaluation method of re-
trieval quality with another but neither have been validated
against actual human performance.
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Figure 2: This figures shows the precision at 10
(P10) vs. the predicted number of relevant docu-
ments read within 10 minutes for each of the 40
TREC 9 runs and the 5 interface conditions de-
scribed in Sections 2 and 3.

What we have with our new evaluation method is a method
that aims to be directly predictive of the variable of concern:
human performance. Precision at 10 or MAP does not at-
tempt to predict human performance. P10 and MAP and
metrics like them output a measure of list quality that is
loosely coupled with user performance.

What a method like our simple example does is that it
marries together retrieval quality, a user model, and the hy-
pothetical user interface and makes a prediction concerning
user performance. All of these 4 important parts of an evalu-
ation of retrieval performance are explicit in our evaluation.

The significant shift in thinking that our evaluation method
brings about is that when an evaluation method contains all
of these components, we gain the ability to start asking ques-
tions about what will most improve human performance. In
other words, we can look to see where the user is spending
time. Is the most time spent manipulating the interface? Or
is it spent wading through non-relevant documents? Or is
it spent reading documents? Our evaluation method allows
the IR researcher to gain insight to these questions.

5. CONCLUSION
We combined an automated usability method, GOMS,

with the Cranfield-style of evaluation to produce a new eval-
uation method that produces testable predictions of human
performance. This evaluation method allows IR researchers
to investigate the impact of various interface improvements
and also to see the degree to which changes in retrieval qual-
ity affect user performance. Future work remains to create
accurate, predictive evaluation methods that explicitly in-
corporate both the user interface and a model of the user’s
search behavior.
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T. Joachims, G. Gay, L. Granka, F. Pellacini, and
B. Pan. Eye tracking and online search: Lessons
learned and challenges ahead. JASIS, 59(7):1041–1052,
2008.

[13] M. Sanderson. Accurate user directed summarization
from existing tools. In CIKM’98, pages 45–51. ACM,
1998.

[14] M. D. Smucker. A plan for making information
retrieval evaluation synonymous with human
performance prediction. In Proceedings of the SIGIR
2009 Workshop on the Future of IR Evaluation, pages
11–12, July 2009.

[15] A. Turpin and F. Scholer. User performance versus
precision measures for simple search tasks. In
SIGIR’06, pages 11–18. ACM, 2006.

[16] A. Turpin, F. Scholer, K. Jarvelin, M. Wu, and J. S.
Culpepper. Including summaries in system evaluation.
In SIGIR’09, pages 508–515. ACM, 2009.

Page 98 of 122



The Information Availability Problem 
Daniel Tunkelang 

Endeca 

dt@endeca.com 

 

 

ABSTRACT 

In recent years, library and information scientists, particularly 

those concerned with interactive information retrieval, have 

complained that the information retrieval community--both 

researchers and practitioners--overemphasizes precision as a 

performance measure. More precisely, the IR community favors 

measures that emphasize precision in the top-ranked results, either 

explicitly (e.g., p@10) or implicitly (e.g., average precision, 

DCG). This essay advocates the study of the information 

availability problem, a general information seeking problem ill-

served by today's models, evaluation measures, and tools. It 

defines the problem, proposes evaluation criteria for it, and 

explores how current and future tools could address it.  Finally, it 

considers a testing approach based on the “games with a purpose” 

framework. 

Categories and Subject Descriptors 

H.3.3 [Information Storage and Retrieval]: Information Search 

and Retrieval – information filtering; H.1.2 [Models and 

Principles]: User/Machine Systems – human factors, human 

information processing 

General Terms 

Algorithms, Performance, Experimentation, Human Factors. 

Keywords 
interactive information retrieval, recall, models, evaluation  

1. INTRODUCTION 
Tefko Saracevic has described the chasm between system-

centered information retrieval researchers and user-centered 

library and information scientists as a "battle royal" [1], perhaps 

best summed up in the dialogue with which Rijsbergen opens his 

book on The Geometry of Information Retrieval [2]. The 

participants are "B" (Bruce Croft, representing the system-

centered view), "N" (Nick Belkin, representing the user-centered 

view), and "K" (the author). While neither side has surrendered, 

both acknowledge that the system-centered approach controls far 

more territory, in terms of both research publications and 

influence on commercial implementations. 

Moreover, it is not just any system-centered approach that has 

dominated, but specifically one that focuses on ranked retrieval 

and precision in the top-ranked results. Google's "I Feel Lucky" 

button reflects an endorsement of p@1 as a performance measure. 

In a less extreme form, the conventional wisdom is that users will 

quickly abandon a web site or application in frustration if they 

cannot resolve their information need using the first page of 

results returned by a search engine, i.e., the ten blue links. 

2. RELATED WORK 
Despite precision in the top-ranked results as a dominant 

performance measure, there is no lack of alternatives in the 

research literature. The following list makes no claim to be 

exhaustive (I leave that ambitious project to Stefano Mizzaro 

[3]!), but rather offers highlights representing different 

conceptions of retrieval performance. 

Recall. Originally used as a set retrieval measure, recall largely 

shows up today as a component of the f1 measure (the harmonic 

mean of precision and recall) or in specialized domains like e-

discovery. Interestingly, a recent essay by Zobel et al. questions 

whether recall makes sense as a measure even for those domains 

[4]. Moreover, research by Dostert and Kelly suggests that people 

are poor estimators of recall while pursuing recall-oriented search 

tasks [5]. 

k-call. Karger and Chen proposed k-call at n, a binary measure 

returns 1 if at least k of the top n results are relevant, 0 otherwise 

[6]. The k-call measure is similar to the %no measure proposed 

earlier by Ellen Voorhees [7]. 

Uncertainty. Kuhlthau [8] and others following her (e.g., Wilson 

et al. [9]) have looked at uncertainty as a holistic effectiveness 

measure for the information seeking process. 

PRP for IIR. Fuhr proposed this framework to generalize the 

probability ranking principle, a classical basis for batch retrieval, 

to an interactive framework that more realistically models actual 

information seeking behavior [10]. 

Findability. Ma et al. propose a findability measure as how 

reliably players locate a page in a human computation game [12]. 

3. MODEL 
The information availability problem represents an extreme case 

for which the importance of recall dominates that of precision. Its 

premise is that an information seeker faces uncertainty as to 

whether or not some specified information of interest is available 

through an information seeking support system. Instances of this 

problem include many high-value information tasks, such as those 

facing national security and legal/patent professionals, who spend 

hours or days trying to determine whether the desired information 

exists. In the problem’s most basic form, the information, if 

available, resides in a single document. 

The information availability problem is a realistic use case for 

testing the effectiveness of information seeking support systems—

particularly those that aim to support interaction and exploration. 

On one hand, the problem is sufficiently concrete to allow for 

quantitative assessment of user performance. On the other hand, 

the problem is inherently about task performance rather than 
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query performance, and makes it possible to compare the 

effectiveness of different interface approaches, or of variations 

within the same interface.  

4. EVALUATION 
We propose the following three evaluation criteria: 

Task success. If the information of interest is available, the user 

achieves positive success by discovering it. If not, then the user 

achieves negative success by correctly deducing that it is not 

available. Task failure occurs when the user gives up prematurely, 

even though the information is available. 

Efficiency. The efficiency of the user is measured simply by the 

amount of time required to complete the task (successfully or not). 

Since the task is directed, the user is not expected to spend time in 

undirected exploration. 

Confidence. When the user achieves positive success, there is no 

question as to the user’s confidence in the result. The negative 

case, however, is another story. The user’s confidence in a 

negative outcome could range from complete (but possibly 

misplaced) certainty to complete doubt, e.g., giving up out of 

frustration. The user’s subjective (and self-reported) confidence is 

an important measure for the negative case. 

5. CURRENT TOOLS 
Before considering new tools to address the information 

availability problem, let us consider how existing tools address it. 

First, there is the tool most commonly applied to information 

seeking today in general: ranked retrieval. For some instances of 

the information availability problem, ranked retrieval is quite 

effective—namely, the easy cases where the information is 

available and high precision in the top ranked results quickly 

leads to positive success. Unfortunately, ranked retrieval stumbles 

when the information need is difficult for a user to express 

unambiguously, particularly given the limitations of the user's 

knowledge of how the information in the system is represented 

and how the system processes queries [11]. More importantly, 

ranked retrieval breaks down completely in the negative case: 

users eventually get frustrated with reformulating their queries 

and then give up. It is not clear how users can calibrate their 

confidence in a negative outcome, other than by learning from 

their own experiences, i.e., extrapolating from instances where 

they later discover that they failed to find available information. 

Then, there are tools that are explicitly designed to support 

exploration and interactive information retrieval. These, which 

include faceted search and query suggestion systems, seem more 

promising. In particular, approaches built on set retrieval rather 

than ranked retrieval are a better fit for a problem that emphasize 

recall rather than precision. These approaches, however, require 

sophisticated indexing of the content that may not always be 

practical. For example, faceted search requires that documents be 

associated with facet values—which in turn requires both a 

faceted classification scheme and a means of applying it to the 

corpus.  

6. POTENTIAL NEW TOOLS 
Two extensions to today’s query suggestion systems could help 

address the information availability problem. 

 

 

The first is the use of query suggestion to increase recall by 

broadening query results, rather than to increase precision by 

narrowing or re-ranking them. 

The second is the incorporation of query previews into a query 

suggestion system in order to reduce the actual and perceived cost 

of exploration. 

The figure above shows a prototype of a tool that incorporates 

these two elements. In the example interaction shown, a user has 

imitated a search against a news collection with the query north 

korea. The system produces a list of ranked query term 

suggestions: pyonyang, south korea, nuclear weapons, etc. The 

user can expand the query to include these terms either by 

selecting their corresponding checkboxes or by moving a slider 

down to include all of the terms up to that point in the list. 

As the user manipulates the query expansion, the system offers 

instantaneous feedback showing how the change affects the query. 

The feedback includes three elements: 

Term relatedness. For a given term that the user is considering 

adding to the query (here, seoul), the system shows statistics 

relating the term to original query (in this case, north korea). 

Example documents. As the user expands the query, the system 

immediate shows example documents from the expanded result 

set. These example documents are newly introduced documents 

that are representative of the expanded set. 

Topic summary. The tag cloud shows the topics most represented 

in the result set associated with the current query expansion. The 

instantaneous feedback allows the user to visualize topic drift and 

back off if the expansion takes the query on an unproductive 

tangent. 

With respect to the information availability problem, such an 

approach complements techniques aimed at increasing query 

precision. We can imagine a two-phase approach. In the first 

phase, the user employs techniques like faceted search to 

progressively narrow a query—a query elaboration process aimed 

at precisely expressing the user’s intent. In the second phase, the 

user employs a tool like that shown in the prototype to broaden 

from this precise query and thus expand recall. Ultimately, the 

goal is for the user to achieve high recall for his or her 

information need, and thus to either efficiently achieve positive or 

negative success. 
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7. GAMES WITH A PURPOSE 
A major challenge with information availability as a research 

problem is the need for a cost-effective procedure to evaluate 

candidate solutions. As Voorhees points out, even minor changes 

to the Cranfield abstraction in order to evaluate interactive 

information retrieval result take a severe toll on cost-effectiveness 

of evaluation [13]. User studies are expensive! 

An alternative approach follows the "games with a purpose" 

agenda proposed by Von Ahn [14]. This approach uses games to 

motivate people to perform information-related tasks, and has 

been applied successfully to such tasks as image tagging and 

optical character recognition. 

There is even a game that evokes the information availability 

problem. In Phetch [15], users assume one of two roles, seekers 

and describers. The seekers compete to find an image based on a 

text description provided by the describer. The describer’s goal is 

to help the seekers succeed, while the seekers compete with one 

another to find the target image within a fixed time limit, using 

search engine that has indexed the images based on tags generated 

from yet another game. In order to discourage random guessing, 

the game penalizes seekers for wrong guesses. The figure above 

shows an example of a seeker’s view of the game. 

The Phetch game does not include the possibility of negative 

success—the target image is always available. But it would be 

straightforward to adapt the Phetch game so that the target image 

was removed from all result sets returned to a seeker. The game 

would need an additional feature—the option for a seeker to assert 

that the image is unavailable. Correctly making this assertion 

would lead to success; incorrectly making it would be penalized. 

An appealing aspect of games with a purpose is that they wrap 

realistic tasks inside a highly adaptable framework that yields 

quantitative results. Such a framework may be particularly 

suitable for the information availability problem. 

 

 

 

8. CONCLUSION 
While most of the work on information retrieval has focused on 

ranked retrieval and precision in the top ranked results, the 

information availability problem offers a realistic but general 

scenario that emphasizes recall. We have proposed evaluation 

criteria and ideas for tools that seem promising for addressing it. 

Finally, we believe that the games with a purpose framework 

offers the possibility of cost-effective evaluation.   
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ABSTRACT 
Developing a detailed requirement analysis facilitates the 
building of interactive visualization systems that support 
exploratory analysis of multiple temporal event 
sequences. We discuss our experiences with collaborators 
in several domains on how they have used our systems 
and present a process model for exploratory search as the 
generalization of our experiences. This process model is 
intended as an outline of high-level analysis activities, 
and we hope can be a useful model for future and on-
going exploratory search tools. 

INTRODUCTION 
Developing hypotheses about relationships among 
temporal events and assessing their plausibility are 
important exploratory tasks in a variety of domains. These 
tasks can be broken down roughly in two parts: (1) 
discovering notable event sequences, and (2) evaluating 
the prevalence of such sequences to strengthen analysts’ 
confidence in their hypotheses. 

To this end, several interactive visualization approaches 
have been proposed to support exploratory analysis in 
temporal event sequences: business intelligence and 
financial fraud detection [6], clinical care and medical 
research [1][3][4][10], and web session logs [2]. These 
approaches seek to solve the problems analysts face when 
using a command-line query interface or a pure data-
mining approach. However, these approaches have 
significant differences in their support for interactive 
exploratory analysis. In particular, they have different 
support for aggregation, comparison, and advanced 
exploratory search features over temporal categorical 
data. 

This paper focuses on analysis tasks, requirements, and 
designs for event sequences (e.g. database of electronic 
health records that contain diagnoses, treatments, 
interventions, and admission/discharge information, etc.) 
We introduce two prototype visualization systems: 
Lifelines2 [9][10] (Figure 1) and Similan [11] (Figure 2). 
Because the two systems are at different stages of 
development, and apply different strategies, they support 
different requirements. We discuss the requirements for 

exploratory analysis over this type of data, and how these 
systems address these requirements. We then discuss how 
our case study users utilize these strategies. Finally, we 
draw from our users’ experiences to present a preliminary 
process model of information seeking in the context of 
event histories. 

SENTINEL EVENTS, ALIGN, RANK, AND FILTER 
In many situations, domain analysts have a question 
regarding a particular event. We call this central event 
“sentinel event”. Analysts may seek (1) what are the most 
commonly occurring events immediately prior to or after 
the sentinel event, (2) what is the distribution of another 
event with respect to the sentinel event, (3) or study the 
length of time between a sentinel event and another event. 
For example, clinical researchers may be interested in the 
distribution of mammogram procedures in all patients, 
prior to their diagnosis of breast cancer, and also seek the 
average length of time between first diagnosis of cancer 
and the time of death is. 

However, visualizations typically do not provide analysts 
a way to rearrange the data around sentinel events for a 
more effective presentation. Instead, the data is often 
fixed on a linear time line, making sentinel events, which 
can occur anywhere, hard to spot. 

To address this problem, we designed the alignment 
operator. Alignment allows analysts to dynamically re-
center the data around a sentinel event across all event 
histories. This allows patterns specific to the sentinel 
event stand out. In Figure 1, all histories are centered on 
the sentinel event 1st Radiology Contrast (yellow 
triangles), obviates all events around the sentinel event. 
When histories are aligned, the calendar is set to be 
relative to the alignment instead of on absolute dates. 

In Lifelines2 and Similan, analysts can specify a sentinel 
event by choosing the nth first or last event of a certain 
type. Additionally, they can also specify all events of a 
certain type to be all be sentinel events. This multiple 
alignment allows analysts to study distribution of events 
near to all occurrences of a specific type. 
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In Lifelines2, the alignment operator is complemented 
with more traditional information visualization operators: 
rank and filter. Analysts can rank all event histories by, 
for example, the number of occurrences of high-blood 
pressure diagnoses, reordering the most severe patients to 
be on the top of the list. 

There are two modes for filter. Analysts can filter in the 
similar manner as rank by specifying a number of 
occurrences of a specified event type. All histories that do 
not have at least that number of that event type will be 
filtered out. Analysts can optionally designate the 
occurrences of these events to be only before or after a 

 

Figure 1. Screen shot of 
the Lifelines2 interface. 
The right portion is the 
control panel for a variety 
of operators. Top left is the 
main visualization panel, 
where each event history 
is shown as a horizontal 
strip on a time line. Each 
individual event is shown 
as a color-coded triangle 
(one event type is one 
color). The view shows 
that all histories are 
aligned by “Radiology 
Contrast” (the yellow 
triangles). The bottom half 
shows the temporal 
summary view of the red, 
blue, and green events 
over the visible time frame. 

 

Figure 2. Screen shot of 
Similan. The right portion 
is the control panel. The 
left portion contains three 
major panels. The center 
panel is the visualization of 
all event histories. The top 
panel shows the target 
history the user has 
selected. All histories in 
the center panel are 
ranked by their similarity to 
the target. The similarity 
scores are represented by 
color-coded bars. The 
bottom panel shows the 
comparison between the 
target against a currently 
selected history (shown in 
yellow background in the 
center panel). The user 
has selected a timeframe 
(red rectangular region) 
over which the match 
algorithm operates. 
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sentinel event. Secondly, analysts can specify a pattern of 
events to filter out histories that do not contain such 
pattern in an efficient manner [8]. An event pattern is a 
temporally ordered sequence of events or absence of 
events that analysts are interested. For example, analysts 
can use filter to find all patients who “were diagnosed 
with high-blood pressure, followed by no diagnosis of 
heart attack before a stroke.” 

FINDING SIMILAR TEMPORAL EVENT SEQUENCES 
The align, rank, and filter are the basic operators that 
allow analysts to study events of high interest and to find 
related events. However, sometimes analysts are 
interested in finding temporal event sequences that are 
similar to a specific history. For example, when a 
physician encounters a patient with symptoms that are 
rare and treatment options unknown, the physician may 
want to find past patients who share similar symptoms or 
medical history, and investigate the outcomes of different 
treatments. 

This specific type of search has two main components. 
Analysts must specify what portion of a history is 
important, and what similarity means. In Similan, analysts 
would first picks a target history, and then choose a range 
on the time line to select a portion of that history that is 
relevant. The similarity matching is broken down to two 
parts. Similan first uses the Hungarian Algorithm [11] see 
how each history best matches the target.  After the 
matches are found, Similan then assigns a similarity 
measure based on the number of mismatches and the 
“cost” of the match (based on temporal distance). 
Analysts can adjust the importance of mismatches. 
Analysts can also adjust the importance of out-of-order 
matches or matches with a large temporal differential. 

Every history is then assigned a similarity measure, and 
displayed in descending order so that the most similar 
ones are on the top of the list. This is similar in spirit to 
the Rank-by-Feature framework, and allows analysts to 
review all histories before fine-tuning their search criteria. 
Analysts can review a similarity search and adjust the 
parameters of the similarity measure as described above 
to better suit their purposes. 

The similarity search is further augmented to support 
“custom records”. This means that analysts can manually 
specify a pattern to search instead of having to find one 
from an existing history. 

GROUPING, SUMMARY, AND COMPARISON 
A natural extension to the variety of search mechanisms is 
to form subsets of histories for comparison. For example, 
hospital administrators may compare the differences of 
red blood cell counts for emergency room patients who 
experienced trauma and those who had not. 

In Lifelines2, result of any filter operation can be 
explicitly made into a group. Analysts can choose to view 

any existing groups. They can also aggregate events for 
each group by using temporal summaries. Temporal 
summaries are stacked bar charts, where each stack 
represents one event type, aggregated over all histories. 
Analysts can examine the distribution of multiple event 
types at a glance [9]. The summaries are naturally 
integrated with alignment, so analysts can examine 
aggregations with respect to sentinel events. 

Using temporal summaries, analysts can perform 
comparison among groups. A typical usage is to create 
two mutually exclusive groups and then put them side-by-
side to study the temporal trend differences. A second use 
case is to successively narrow down a group of event 
histories and create successively smaller groups. 
Examining these groups’ summaries gives analysts insight 
on whether this exploratory search path is on the right 
track. 

THE EXPLORATORY PROCESS MODEL 
From working with our collaborators in medicine, student 
academic records, and law enforcement on drug 
trafficking phone records, we offer a preliminary process 
model of how our collaborators use our information 
visualization systems. Although the preliminary process 
model has numbered steps, our collaborators typically 
traverse in steps 2-4 in a pattern that is often not 
sequential. 

1. Examine data for confidence (overview) 
2. Exploratory Search 

a. Iteratively apply visual operators 
b. Evaluate results of manipulation 
c. Deal with unexpected discoveries 

3. Analysis, Explanation 
a. Examine paths of search as a whole 
b. Determine to what extend are the 

questions answered 
i. At the limitation of the system 

ii. At the limitation of the data 
c. Refine existing questions 

4. Report results to colleagues 
a. Document findings 
b. Disseminate subsets of data 

5. Move onto new questions 
 

One of the most common results of users looking at their 
own data through a visualization technique for the first 
time is the surprise that there are artifacts in the data 
(systematic errors, lack of consistency, etc.). This is 
because they have never seen it in an effective format 
before.  As such, our collaborators would cursorily 
browse the data to make sure the data reflects what they 
know. 

After gaining confidence of the visualization and of the 
data, they would start seeking answers to their pre-
conceived questions. However, new questions often 

Page 104 of 122



 

spawn when they notice interesting or unexpected data. 
At this point they would utilize their domain knowledge 
to try to explain what they see, or they would write down 
the new question for later exploration. We noticed that 
analysts may apply alignment on different sentinel events 
in the same exploratory session to look at the data in 
different views. They would actively manipulate the 
display by ranking, filtering iteratively, or change how 
similarity is weighted in Similan’s search. However, 
alignment remains the strongest indicator on what focus 
they have on the data. 

We found that aggregation techniques such as temporal 
summaries allow the analysts to look at the data quickly. 
Many of them learned to visually focus only on the 
summaries. They would also inspect the previously 
created groups by comparing their summaries to see 
qualitatively what kind of progress they have been 
making, and decide whether the path they are taking has 
potential. When they see a view of the data that answers 
their questions or contain interesting discoveries, they 
would save the state of their progress – saving the current 
group, and taking screen shots. 

Although the process model we present here is still very 
preliminary, it already suggests elements that are 
indispensible to exploratory search in temporal 
categorical data. The first is a way to “anchor” the 
visualization for a particular path of search (like 
alignment), and allow analysts to quickly and dynamically 
change the anchor. The second is an overview of the 
entire dataset so that a mental model can be built quickly 
as the data is being manipulated.  Next, a way to 
explicitly track users’ steps of exploration is important. 
Finally, features that support viewing and comparison of 
different steps of exploration are critical to backtracking 
and taking excursions in the search process. We 
recommend these features for future applications. 

DISCUSSION 
Performing exploratory analyses using a command-line 
query tool suffer from the problem that users have no 
mental model of the data. As a result, users have a hard 
time making judgments on how to refine their exploratory 
steps.  Similarly, in a pure data-mining approach, lack of 
a mental model of the data makes interpretation of the 
results tricky.  Information visualization allows 
opportunities for users to orient themselves at each step of 
the exploratory search, and enables maintenance of a 
consistent mental model throughout the process. 

This paper presents several visualization and interaction 
techniques to let users control their exploratory paths and 
sustain a working mental model in searching temporal 
events. We argue that these approaches are more 
amenable to exploratory search.  Information retrieval 
applications on temporal data can leverage work 
presented here to provide users a more fulfilling search 
experience.  We discuss a preliminary process model for 

event sequences, and we hope to see interactive 
visualization techniques to be used in conjunction with 
information retrieval or data mining techniques to connect 
to their users as in [5][6].  

ACKNOWLEGEMENT 
This project is supported in part by the Washington 
Hospital Center and Harvard - Partners HealthCare.  

REFERENCES 
1.Fails, J. Karlson, A., Shahamat, L., and Shneiderman, 

B., A visual interface for multivariate temporal data: 
finding patterns of events over time”, Proc.IEEE VAST, 
2006 

2.Lam, H., Russell, D. M., Tang, D.,Munzner, T., Session 
viewer: supporting visual exploratory analysis of web 
session logs. Proc. IEEE VAST, 2007 

3.Plaisant, C., Lam, S., Shneiderman, B., Smith, M., 
Roseman, D., Marchand, G., Gillam, M., Feied, C., 
Handler, J., and Rappaport, H., Searching electronic 
health records for temporal patterns in patient histories: 
a case study with microsoft amalga,” Proc. AMIA 
Annual Fall Symposium, 2008. 

4.Ong, J., DataMontage Software, 
http://www.stottlerhenke.com/datamontage, 2006.  

5.Post, A. R., Harrison, J. H.. Protempa: A method for 
specifying and identifying temporal sequences in 
retrospective data for patient selection. JAMIA, 2007. 

6.Shahar, Y., Cheng, C., Intelligent visualization and 
exploration of time-oriented clinical data. Proc. HICSS 
1999. 

7. Suntinger, M., Schiefer J., Obweger H., and Groller, 
M.E. The event tunnel: interactive visualization of 
complex event streams for business process pattern 
analysis. Pros. of IEEE Pacific Visualization 
Symposium ‘08, 111-118, 2008. 

8.Wang, T.D., Deshpande, A., Shneiderman, B., A 
temporal pattern search algorithm for personal histories, 
Tech Report # HCIL-2009-14, 2009, 
http://hcil.cs.umd.edu/trs/2009-14/2009-14.pdf. 

9.Wang, T.D., Plaisant, C, Shneiderman, B., Spring, N., 
Roseman, D., Marchand G., Mukherjee, V., and Smith, 
M., Temporal summaries: supporting temporal 
categorical searching, aggregation and comparison. To 
appear in Proc. IEEE Infovis, 2009. 

10.Wang, T.D., Plaisant C, Quinn, A., Stanchak, R., 
Shneiderman B., and Murphy, S., Aligning temporal 
data by sentinel events: discovering patterns in 
electronic health records. Proc. CHI, 2008. 

11.Wongsuphasawat K. and Shneiderman B., finding 
comparable temporal categorical records: a similarity 
measure with an interactive visualization. To appear in 
Proc. IEEE VAST, 2009. 

Page 105 of 122



    

Keyword Search: Quite Exploratory Actually 
Max L. Wilson 

Future Interaction Technologies Lab 
Swansea University, UK 

m.l.wilson@swansea.ac.uk 
 
 

ABSTRACT 
This short position paper describes some evidence found 
that counters the argument that there are better ways to 
support exploratory search than keyword search. Instead, 
this paper suggests that keyword search actually provides 
people with the freedom to search in relation to their own 
current state of understanding, rather than in the terms 
controlled by a search system. The challenge for future 
exploratory search systems, therefore, may be to maintain 
and enhance such freedoms. 

INTRODUCTION 
Some of the main arguments for research into exploratory 
search are that there are times when keyword search is not 
sufficient to support users. Such occasions include times 
when users who are unsure about a certain domain of 
information, uncertain about the terminology used by a 
search system, or unsure, even, about their own information 
needs [7]. Alternatively, therefore, many have been trying 
to support users in more exploratory conditions with 
alternative visualizations and user interfaces. Faceted 
browsing, clusters, and tag clouds, for example, are 
techniques that are designed to expose the structure of, or 
relationships within information to users, so that they can 
better understand a domain of information. 

So why is it that keyword search persists? In some 
occasions, as described below, users have even preferred 
keyword search during exploratory tasks. While this may be 
because of people’s familiarity with keyword search, the 
argument being made here is that exploration involves 
activities for which keyword search can be quite 
appropriate. The core of these learning activities, for 
example, is in making sense of how unfamiliar information 
fits in with a user’s current understanding. It is potentially 
important therefore, that exploration allows users to freely 
express their current understanding. Further, however, 
hypothesis testing is also an important aspect of 
sensemaking, where searchers, as they learn, may want to 
see how results change according to their own ideas and 
developing conclusions. 

EVIDENCE FOR KEYWORD SEARCH 
Above, it is suggested that there is some evidence for when 
users have preferred keyword search for more exploratory 
activities. In our own research, for example, we have seen 
that users found the facets in the mSpace browser useful 

more often for expressing multiple compound constraints in 
queries, than during exploration [10]. In another study, 
Capra et al. compared the RB++ browser and an un-
configured Endeca1 interface to the Bureau of Labor 
Statistics website2. First, the website, which of course has 
been designed for the dataset, performed well for all tasks. 
Further, however users specifically noted, during 
exploratory tasks, the lack of keyword search in the RB++ 
browser [3] (now included in the latest version). 

More recently, our own research has created an analytical 
evaluation method [11] that can inspect search interface 
designs for how they support users in each of 16 searcher 
conditions. This method was used to evaluate, for example, 
the interfaces in the above examples [8]. Further, Google’s 
keyword search was analysed, as shown in Figure 1, where 
the 16 profiles are described in Figure 2. These 16 search 
conditions range from users who know exactly what they 
want, and how to describe it (profile 16) to those who are 
learning and do not know what they will find (profile 1) [1]. 

In Figure 1, it might be noticed that the least supported 
searcher profile by keyword search is not profile 1, but 
profile 5, where users are scanning for an unknown 
document to take away, by recognizing it when they see it. 
This represents more browsing behaviour, where the user is 
trying to use keywords to describe a particular target that 
they are hoping exists. The support for exploration, 
however (towards profile 16) actually increases. 
Conversely, the most supported profiles are those where the 
user is trying to find a known target, by recognizing, and 
using keywords in their head. This process is actually better 
supported, with the help of query suggestions and spelling 
corrections, than users who know exactly what they want 
and can specify it, where users have to pick the terms that 
will most likely put their desired target at the top of the 
results list. 

SENSEMAKING 
Making sense of information revolves around a user 
bridging a gap between their own knowledge and new 
information they have found [4]. In analysing how people 
hand-off information from one person to another, during 
                                                           
1http://www.endeca.com 
2 http://www.bls.gov 
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shift changes for example, pitching information at the right 
level of knowledge and understanding for the receiver, is 
important [6]. During any sensemaking process, therefore, 
it should be important to see how their own state of 
knowledge, however superficial, affects results. 

 

Figure 1: An analysis of keyword search across different 
searcher profiles, where 16 is the most knowledgeable about 

their target, and profile 1 represents those learning and 
exploring [8].  

 

Figure 2: The 16 searcher profiles from Belkin et al. [1].  

People’s own terms can also have a significant affect on 
memory and information processing. In a study of recalling 
blogs that participants had previously tagged, Budiu noted 
that participants performed best when they had tagged it 
using their own terms rather than the terms within the blog 
itself [2]. One possible hypothesis from these results is that 
users may perhaps struggle to interact with unfamiliar 
terminology laid out in faceted classifications, when they 
might rather try to communicate their own state of 
understanding. Even within facets of metadata, users are 
given the task of trying to find metadata they recognise, 
which, for all they know, may not be a valid option within 
the facet. At this point, it may be less effort for the user to 
say ‘this is what I know’, which is undoubtedly the way 
conversations would go when seeking the support of 

experts, or librarians as it used to be. There may be, in fact, 
no simpler way to express one’s knowledge than to enter 
terms they understand into an empty box.  

SO WHAT DOES THAT MEAN FOR HCIR? 
The root of the argument being built here, is that free-text 
search, is so called because it gives people freedom. The 
challenge for exploratory search and HCIR, therefore, is to 
try and maintain or incorporate freedom into interface 
designs or new visualizations. With many HCIR interface 
features, like faceted browsing, involving classification 
schemes built from the data or constructed from the domain 
of information, this may be challenging. Clustering engines, 
for another example, cluster around the data or metadata, 
and cluster labels could mean nothing to the user at all. 
While it is not uncommon for facets to be filtered by 
keyword searches [5], or, as in mSpace, for highlights to 
appear in facets, which relate to a result found in a keyword 
search [9], it might be of more exploratory value to provide 
stemming and support for synonyms to highlight related 
terminology in facets. 

Another challenge for HCIR design, based on what we 
know of sensemaking and handoffs, maybe to monitor users 
and then try to pitch information at their level. It might be 
that dynamic faceted systems, which select the appropriate 
facets to show at any one time rather than simply all 
possible facets, may meet this requirement to some extent 
already. It might also be possible, however, to modify the 
terminology in facets, or vary the language in result lists, to 
terms that the user would understand. Understanding users 
though, of course, is a hard challenge.  

I by no means have the answers here, but the core of the 
challenge to the HCIR community will be to properly, 
beyond the hypothesis of a position paper, investigate the 
question: why is it that keyword search persists, and is often 
helpful for exploratory search? It will be this discovery that 
will allow us to try and replicate the benefits in future 
designs. Until then, however, the challenge is, while 
leveraging the benefits of metadata, to try making freedom 
the core of our human computer interaction designs for 
information retrieval. 

CONCLUSIONS 
The aim of this position paper has not been to suggest that 
the study of exploratory search is not important, or that 
research into alternative visualizations is not important. 
There are times, for example, especially where multiple or 
explicit constraints might be applied, such as in e-
commerce, where faceted metadata is particularly useful. 
Instead, the aim of this position paper has been to highlight 
that there are elements of the keyword-response paradigm 
that are actually quite appropriate for exploratory search. 
While the challenge is to properly find out why keyword 
search has performed well in exploratory search, until then, 
the position here is that we should try to replicate keyword 
search’s freedom in our future exploratory search designs. 
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ABSTRACT 
Information needs tell us why search terms are used, 
helping to disambiguate, for example, what exactly people 
are looking for with queries such as ‘Orange’ or ‘Java’. It is 
hard to understand goals and motivations, however, from 
the keywords entered into search engines alone. This paper 
discusses the pilot analysis of 180,000 tweets, containing 
search-related terms, to try and understand how people 
describe their own needs and goals. The early analysis 
shows that some terms academically associated with 
searching behaviours were infrequently used by twitter 
users, and that the use of terminology varied depending on 
the subject of search. The results also show that specific 
topics of searching tasks can be identified directly within 
tweets. Future analysis of the still on-going 5-month study 
will constitute more formal text analytical methods and try 
to build a corpus of real search tasks. 

INTRODUCTION 
Search is a very loaded term. We seek, search, look, find, 
and explore information. Traditionally information retrieval 
has focused on matching keywords to documents, which we 
now see in most web search engines. Information needs, 
however, tell us whether searchers have entered ‘orange’ in 
order to find information about citruses, colours, or 
corporations. Further, information needs are typically part 
of larger work tasks [2], where the goal of searching for 
‘orange’ may be to write a report, plan a food shop, manage 
a diet, or buy a phone, etc. Understanding information 
needs and work tasks, therefore, tells us whether interfaces 
need to be supporting activities such as: exploration, 
synthesis of information, comparison, or evaluation [11]. 
Further, understanding information needs tell us how we 
should design interfaces that support effective human 
computer interaction during information retrieval.  

In this paper, the early stages of an analysis into how people 
describe and converse about their own information needs 
are presented. After discussing related work on information 
needs and analysing twitter, the method and results of this 
pilot stage analysis are presented. The paper concludes with 
some potential findings, before discussing the future plans 
for the full analysis of a 5-month archive of tweets. 

RELATED WORK 

Information Needs 
Gaining insight into real information needs is not trivial. 
Advances however, have been made by, for example, 

studying search engine logs [4] and comparing keywords 
with relevance judgements [13]. Broder [1] noted that web 
searches typically fall under three categories of: 
transactional, navigational, and informational. 
Transactional queries are for web-based activities, such as 
buying, downloading, printing, etc. Navigational queries are 
simply to find a known website. Finally, Informational 
queries are those performed while trying to learn. Rose and 
Levinson [13] extended these into a hierarchy of goal types, 
such as types of learning, and types of transactions. Other 
research (e.g. [10]) has been trying to automatically infer 
goals based on click behaviour of a searcher over time. 

The value of understanding information needs and goals is 
further emphasized by the inclusion of context when setting 
search related tasks in studies. TREC tasks [3], which are 
used to benchmark the performance of search systems, are 
created in association with topics so that it is clear what 
constitutes accurate results. Capra and Kules [9] further 
identified the types of contextual information that are 
important to provide to study participants when creating 
exploratory search tasks for user studies. 

Jarvelin and Ingwersen, in discussing many aspects of 
information seeking, also noted that separate research areas 
have focused on both information needs and perceived 
information needs, where search is more closely related to 
how users currently understand their information needs [5]. 
Part of exploratory search and learning often involves first 
understanding a problem space, and then resolving it. 

 

Figure 1: Tweets that included the exact text: 'searching the 
net...', shown in a word tree. 

Using Twitter as a Resource 
Twitter is becoming a popular medium for communication, 
and recent work has begun analysing: networks, how 
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people communicate, and what they talk about [6]. Pear 
Analytics, for example, classified tweets as being either: 
News, Spam, Self-Promotion, Pointless Babble, 
Conversational, or Pass-Along. Their results showed that 
around 40% was babble, 37% was conversational, and, in 
third place, Pass-Along constituted 9% of the tweets [7]. 
Similarly, the Web Ecology Project released a sentiment 
analysis of tweets regarding Michael Jackson’s death [8]. In 
comparison to a typical archive of tweets, the Michael 
Jackson archive included a significantly larger portion of 
negative tweets.  

GATHERING INFORMATION NEEDS FROM TWITTER 
With the aim of better understanding real information 
needs, Twitter was analysed as a worldwide resource of 
people’s public discussions, to find conversation about 
searching behaviour. Although Pear Analytics said that 
twitter is mostly used for babble and conversation, these are 
the elements of their taxonomy, as opposed to news, spam, 
and self-promotion, that will provide value for this study. 
Figure 1 shows a basic example, where people used the 
exact words: ‘searching the net…’. The analysis described 
here is of the first 2 weeks of a larger 5 month investigation 
into the ways people describe their own searches on twitter. 

Method 
To gather tweets that describe searching behaviour, a 
Twitter search was automatically queried every hour for the 
most recent 100 tweets for each of the 10 search related 
terms1 listed in Table 1. The terms, mainly selected from 
academic publications from search communities, were also 
passed through a thesaurus to identify and consider 
additional English language terms. Alternatives, as in those 
not used, were checked with a single search on twitter to 
assess current frequency of use on twitter. The chosen terms 
were those above a significant drop-off point. This process 
was performed for two weeks during this pilot analysis. To 
catch as wide a net as possible, all tweets including these 
terms were archived without any analysis of whether they 
were describing searches. That is, although Figure 1 shows 
a basic example of where people explicitly talk about 
searching the ‘[inter]net’, this research has aimed to 
discover real-world information needs and work tasks, 
which may involve search behaviour in real or physical 
environments, as in Figure 3. Further, each of these terms 
were queried in their past, present, and future variations, 
such as the query ‘find OR finding OR found’.  

To analyse the tweets, several methods are being 
considered. The initial analysis here is designed to be more 
qualitative to a) reveal early interesting qualitative insights, 
such as in Figure 2, and b) help inform the way that the 
final dataset should be more formally analysed. Initially, for 
visualization, tag clouds were considered, however these 

                                                           
1 Unfortunately, the term ‘browse’ failed during this pilot 
study, but has been fixed for the 5 month study. 

revealed very little about what people searched for. After a 
more structured semantic analysis of tweets, however, tag 
clouds of identified search topics may provide interesting 
insights. At this stage, aside from some high-level statistics, 
Word Trees, using IBM’s ManyEyes project [14], were 
used to manually and qualitatively explore the content. 

 

Figure 2: This exact phrase appeared in 2 separate tweets. 

Results 
In total, 189,452 unique tweets were captured from 163,564 
authors. Additionally, 14,959 re-tweets were archived, 
where users echo the tweets of others to their own network.  

Table 1: Showing a breakdown of the tweets collected during 
the first 2 week archiving process. 

Term Unique 
Tweets 

ReTweets Authors 

Exploring 21,287 1,414 19,119 

Finding 26,333 1,107 25,656 

Foraging 910 1,627 790 

Hunting 26,534 1,123 22,666 

Investigating 19,255 2,016 14,488 

Looking 22,783 1,267 21,142 

Retrieving 3,506 1,500 3,269 

Searching 25,493 1,788 20,095 

Seeking 15,767 1,380 12,987 

Studying 27,584 1,737 23,352 

Totals 189,452 14,959 163,564 

Frequency of term use 
One contribution of this analysis is to see the popularity of 
different terms as people describe their searching actions. 
‘Studying’ was the most popular term used, but, despite 
being a popular metaphor for how people may search [12], 
the ‘Foraging’ term, and its temporal variations, were 
hardly used. Similarly, and perhaps surprisingly, the term 
‘Retrieving’, and its variations, were used significantly 
fewer times than many of many of the other terms. The 
terms ‘Searching’, ‘Hunting’, and ‘Finding’ were also 
popular terms, but ‘Hunting’ in particular was often used in 
relation to sport, as discussed below. While ‘Looking’, as 
might be expected, was quite popular, two terms relating to 
exploration (‘Exploring’ and ‘Investigating’) were also 
quite popular. The term ‘Seeking’, while perhaps quite an 
academic term for search, was used almost half as often as 
most other terms, but significantly more than the term 
‘Retrieving’. 
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Figure 3: Tweets described searching behaviour in both 
physical and digital environments. 

Language associated with terms 
Another contribution of performing this qualitative 
analysis, is in being able to see how different terms are used 
to describe different kinds of searching. Figure 4, for 
example, shows that the ‘Finding’ terms were often 
associated with finding an ideal or optimal results. When 
followed by the word ‘my’, however, the task was often re-
finding, and usually for locating where technology was in 
the home. A third regular use of the ‘Finding’ terms was 
followed by the word ‘out’, which typically represented 
more exploratory tasks. 

The variations of the term ‘Exploring’ were typically used 
in regards to new places, such as cities and neighbourhoods. 
Many people self-reported as exploring twitter for the first 
time. Exploration, however, was often associated with 
abstract objects, such as ideas, options, and possibilities, but 
also with genre’s of music and film. 

 

Figure 4: Use of the term 'Finding' when followed by 'the'. 
This combination was often associated with ideal individual 

results, the ‘right’, ‘perfect’, or ‘best’. 

Perhaps interestingly, the variations of ‘Foraging’ were 
nearly always used in conjunction with food terms. 
Although people rarely used the term, people self-reported 
as foraging in cupboards, fridges, kitchens, and freezers, 
with the aim of locating food at mealtimes. When not 

associated with food, the term foraging described behaviour 
in outdoor areas, such as yards or woods, but also within 
documents. 

‘Hunting’, when not being used to discuss sport, was for: 
new jobs, people (including witches), and technology. Like 
the term ‘finding’, ‘Hunting’ was often used in association 
with adjectives representing optimal results, such as a best, 
cheapest, or perfect. 

The ‘Investigating’ terms were typically used in relation to 
crimes. When used, however, they were often investigating 
the informational boundaries around such events, as 
investigating: claims, correctness, cause, and circumstance. 

Like ‘Hunting’ and ‘Finding’, the term ‘Looking’ terms 
were often related to people, jobs, and technology, and their 
optimal variations, including ‘best’, ‘right’, and ‘perfect’. 
The term was also used, however, in association with 
looking for a new place to live, excuses, and the original 
copies of objects. People also often described looking for 
entertainment items, such as music, books, and movies. 

When used, ‘Retrieving’ terms were related to gathering 
lost or distant items, often one’s daughter. The majority of 
subjects in these tweets, however, were digital, such as 
retrieving lost or archived passwords, records, files, 
pictures, and tweets. 

‘Searching’ terms were used for a large range of subjects. 
While sometimes used in relation to optimal (best, next, 
perfect) technologies, ‘Searching’ was also used for food, 
missing people, soul mates, truth, music, friends, and 
pictures. The ‘Searching’ terms, however, produced the 
highest number of exact quoted search terms, discussed 
below. The ‘Searching’ terms also returned the highest 
number of tweets that described venues for search, such as 
Google, Facebook, eBay, Twitter, etc. 

When not used for adult advertisements, the term ‘Seeking’ 
was primarily used for finding people for jobs, or a place to 
stay. It was also heavily used with exploratory and abstract 
terms such as ‘the truth’ and ‘to be understood’. ‘Seeking’ 
terms were also used in breaching peoples boarders, such as 
‘new lands’ and ‘faces’.  

Finally, the studying term was primarily used when 
discussing forth-coming exams. Sometimes, however, 
studying was associated with self-driven learning on topics 
such as the bible, psychology, and photography. 
Consequently, the ‘Studying’ terms provide some 
interesting topics for learning tasks in studies, including the 
history of tobacco and the effects of erosion. 

Specific subjects of search 
Finally, a third contribution of the analysis is in identifying 
specific searching tasks. Figure 5, for example, shows three 
complicated self-reported information needs. The first 
represents a complex search need, where the user has two 
pieces of related information. The second and third 
represent more exploratory learning tasks. Figure 6, 
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however, shows that many twitter users directly provided 
search terms they had used, using speech marks. Figure 6 
indicates those that explicitly used the past-tense variation 
of ‘Searching’ followed by the word ‘for’ and then speech 
marks. 

 

Figure 5: One complex search task and two exploratory tasks 
described by twitter users. 

 

Figure 6: Twitters often labelled, using speech marks, exact 
specific terms they had queried different services for. 

CONCLUSIONS 
This work has reported the early pilot analysis of a work-in-
progress investigation into tweets that included searching-
related terminology, archived in the first 2 weeks of a larger 
5 month study. The analysis revealed early insights into 
how often, and in regard to which forms of search, different 
search terms were used by twitter users when discussing 
their own searching behaviours. Where previous research 
has typically tried to deduce information needs from search 
engine logs, this research is trying to identify information 
needs from publically available conversations on the web. 

In completion of the full 5 month long study, more formal 
text-analysis techniques will be applied, perhaps including a 
sentiment analysis [8], to find out if, for example, the 
search behaviours that people feel are worth tweeting 
mainly surround difficult or novel searches.  Further, such 
an analysis may be able to identify the frequency, subject, 
and success of different types of searching goals [13]. Part 
of the aim, therefore, will be in building a resource of 
realistic search tasks for different types of searching 
contexts, which can be used in future user studies, and 
informed by people’s own self-driven descriptions of 
searching behaviour. The research described here, however, 
provides early insights into how people describe and 
communicate their own searching activities to others. 

Understanding how people perceive their searching 
activities and needs can help inform the design of interfaces 
for human computer interaction during information 
retrieval. 
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ABSTRACT 
In this paper, the ideas discussed will focus on the 

integration of user tags into information search and 

interface design.  There are two propositions: 1) user-

created tagging is a valuable source of user‟s personal 
views and annotations that can augment the content 

description of information resources; 2) information 

search can be viewed as seeking meaning in information 

use and need.  It is suggested to draw user meaning from 
the tag data by employing the topic and comment as two 

dimensions of linguistic meaning and to represent the 

meaning as a simple semantic relation that can be used for 

clustering the search results to supplement the traditional 
topic-based information matching.  The sample analysis 

was done with the user tagging data positioned in the 

Delicious site to identify the semantic relations of 

linguistic meaning. 

1. Introduction  
Tagging is one of the fastest growing applications on the 

web and has been gaining popularity lately.  Tagging 

allows users to label and assign terms to information 

objects for later access.  The aggregated tags, a product of 
collaborative tagging, can not only be used as information 

organization and management tools for the user who 

created them, but also they can be shared by other users to 

search, browse and access information resources.  The 
aggregated tags can add user meaning to the content to 

represent document content from the users‟ perspectives 

in addition to the original content.  With the folksonmic 

advantage of free forming content description from the 
bottom-up, user tags are a vital source to help retrieval 

queries for the public and can augment the authoritative 

document organization and classification systems as well 

[4, 6].  This paper will discuss the incorporation of user 
tagging data into information search interface design for 

displaying search results to help supplement the 

traditional topic-based keyword searching.  

Current search engines and information retrieval systems 
are based on the keyword matching of the terms presented 

between the document representation (i.e., surrogate) and 

the user query.  Matching is done for each term 

independent of other terms in the user query or in the 
document content often causing the user meaning to be 

lost in the search process. With the constantly increasing 

growth of information resources on the Internet, 

information search on a topic usually results in a large 

number of information contents; this makes it necessary 
for the user to go through a long list of search results to 

find relevant ones or to refine the search.  It has become a 

challenge to provide a meaningful user interface for users 

to effectively browse and filter out the search results. 

One way to meaningfully present the content of the search 

result is with the use of semantic relations from user 

tagging data.  Integrating user tags to the content 
description can help users browse and make relevance 

judgments.  The interface will provide a search result that 

represents the users‟ descriptions of specific attributes and 

attached meaning from the user tags as well as providing 
additional topical identification.   A simple semantic 

relation of user tagging is suggested by employing the 

concept of topic and comment to devise a meaningful user 

interface.  Topic and comment is adapted from social 
linguistics as the two distinct components of linguistic 

meaning. 

The following three sections present:  1) tagging as a user-

created content description is useful to information 

representation, 2) information seeking and search can be 

seen as seeking meaning, and 3) constructing semantic 
relations of content representation from user tagging data 

is suggested with sample analysis of tagging data. A set of 

sample analyses will then follow. 

2. User-generated content description for 

information search  
Tagging is not merely a tool or mechanism for creating 

information structures but also a tool for 
reconceptualizing information architecture [3].  One of its 

values is in the process of freely describing and assigning 

labels to information resources, creating folksonomies.  

Through this process of categorizing and assigning terms, 
meaning can emerge from the users on the information 

content, which can add the personal specific user meaning 

attached to the content description beyond the generic 

(i.e., free of context) topic identification.  The idea of a 
bottom-up process of a user‟s direct personal specific 

description can serve as an additional access mechanism 

for other users to share annotative reviews and narratives. 
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The aggregated tagging across the users opened up a new 

way for the public users to contribute to generations of 
content description; this information resource can 

augment the traditional information organization such as 

library classification systems produced by professionals 

and authorities [11]. The aggregated user content 
description is viewed as a valuable source to augment the 

traditional document representation of the rigid and 

unitary language model for digital libraries and second-

generation web development [12]. According to the social 
constructionist view of information science, the traditional 

information description assumes that “documents have a 

substance [i.e., objectively identifiable meanings or 

messages that can be represented in a clear structure of 
terms (nouns)]” [12]. 

There have been a few attempts to make use of 

folksonomic characteristics of user tagging incorporated 
in the traditional and controlled vocabulary-based 

classification and representation schemes.  Face tags is 

one example that shows a semantic approach to 

collaborative tagging by incorporating faceted 
classification schemes to facilitate multidimensional 

browsing where it is assumed that users provide the 

structure with a folksonomy [9].  Bubble up tags is 

another example in which aggregated terms of the most 
popular tags are assumed to represent the content [10].  

Terms together in a group may indicate a semantic 

relationship and association among terms and can be a 

useful content description. Even though the co-occurrence 
of terms does not identify any explicit relationship, the 

value seems to be in the highly movable usage of the 

terms and their linguistic relations to a user group at 

specific points in time and space [2].  Overall, these 
studies suggested an implicit structure in the usage of 

terms in folksonomy and a rich source for metadata filters 

based on shared or divergent approaches to the 

categorization of knowledge [2]. 

Facets of tags and bubble up tags are an attempt to 

incorporate the multiple dimensions of words and their 
relations together, but they are limited in conveying 

linguistic meaning.  They are carried within the topic-

based information organization paradigm that assumes 

independent terms for information search rather than a 
meaning created by a set of terms with semantic relations.   

3. Information seeking and meaning 
Topic and comment, the two distinct linguistic 

components of a meaning, provide an approach to 

identifying a semantic relation of information seeking [13, 
14, 15].  According to functional linguistics, meanings are 

complete by both topic and comment.  Topic is what it is 

about and comment is what the speaker attaches and 

relates to the topic.  The concept of topic and comment 
has been applied to information science and the traditional 

classification theory, which adopted topic as a dominant 

element to represent document content [1].  

In the traditional information system with topic-oriented 

information organization, aboutness of a text is the core 

dimension for document representation and classification.  

This is seen in the current information organization and 

retrieval systems: the query of a user is a list of keywords, 

and document representation (i.e., surrogate) is composed 
of a list of terms that appear in the text (e.g., inverted 

index), both of which do not reflect the semantic 

relationships among the terms but the independent 

occurrences.  The keyword matching has been criticized 
for the uni-dimensional and generic characterization of 

topic in the field of information science [7].  It is because 

topic alone is not a sufficient criterion and needs to be 

supplemented by other criteria such as situational factors.  

The meaningful connection between a user need and the 

information content was sought in a study done of 

information seeking interaction that empirically examined 
topic and comment as necessary components of 

information need description [14, 15].  The study 

confirmed that both topic and comment are essential in 

user‟s information need articulation as the two orthogonal 
dimensions of information to meaningfully describe the 

user‟s information as well as to represent information 

content meaningful to a specific user need and use 

context.  The sequence analysis of the user-source 
interaction showed that topic was employed first to set a 

common ground for the interaction and then comment 

provided aspects that stressed the specific use context 

such as the goal of the user‟s information seeking or the 
intended use of information [13, 14].  The term comment 

implies not only the discrete individual attributes of the 

use context but also the relations among them to the user 

meaning. 

This suggests a strong basis for an argument that 

information search can be improved if the meaning of the 

information and the need are related by the two 
components of topic and comment together.  Often users 

may not address both the topic and comment components 

when they search for information even though the 
connection of topic and comment is the full meaning 

represented in the content.  It is because their cognitive 

state lacks the full meaning when they are in need (i.e., 

they do not know about something, thus they need to find 
out about it). But providing the topic and comment 

relations of the content of search result will be useful for 

the user‟s relevance check. Given that topic is first 

employed for the information need specification and then 
comment is the subsequent necessary component, it is 

suggested that the comment dimension should be 

considered as an addition to the content description of the 

search result, under the current topic-based matching 
paradigm.   

4. Tag data in search interface design 
The idea of utilizing the folksonomic description of user 

tagging data can be attained by representing the two 

linguistic components of topic and comment of the 
content as a simple semantic relation.   It is a simple 

semantic relation with two nodes of topic and comment, 

and a connector, the relation between the two nodes. It is 

distinguished from the general semantic relation of 
organized terms to their corresponding hierarchical 

concepts, in an ontological sense which was applied in 

information research with explicit and logical associations 

of concepts and relations [8].  Most ontological relations 

Page 114 of 122



 

were concerned with generic (i.e., free of context) and 

unitary topic-based relations, which were found of little 
utility in facilitating information retrieval [5].  Utilizing 

folksonomic descriptions seems to facilitate a stronger and 

dynamic engagement of user searching based on the use 

of contexts. It is suggested, in this paper, to take a simple 
relation of topic and comment from the user-generated 

content descriptions. 

4.1 Analysis of tag data 
The analysis was exploratory, initially investigating the 

possibility of inferring topic and comment relations from 
user tags created from content description.  Even though 

words appearing together in a document may indicate a 

useful association, there is yet no explicit relationship 

identified “even if two tags were used in concert all the 
time by a wide variety of users across multiple resources, 

we couldn‟t make any claims about them other than that 

they are highly related” [10].  Therefore, the analysis was 

mainly exploratory investigation of capturing semantic 
meaning from the user by using semantic definitions and 

relations in natural language, which is expected to provide 

a basis for later automated inquiries.  The analysis focused 

on the descriptive tags with notes of personal annotation 
and review among different kinds of tags such as resource 

type, source and ownership, descriptive and personal [10].  

Delicious (del.icio.us) is chosen for a context of sample 
analysis because this site is one of the earlier social 

bookmarking sites, that has minimal limitations in the 

types of web sites users access and in the way they assign 

tags and note.  A set of sample tagged websites (i.e., 
bookmarks) were intentionally chosen from articles in 

journals and blogs in order to retain the independent 

document unit value of information for content analysis. 

Table 1 in the appendix shows the four sample sites with 
top tags listed on the collected date.  Overall, there were 

little explicit semantic relations among the top tags 

indicated from the list alone. Therefore the analysis was 

done at the individual user level with user tags and notes.  
User tags contain a list of single terms the user assigned to 

the bookmarked website.  User notes are a full text of user 

meaning in natural language form that Delicious allows 

users to freely attach.  

4.2 Example analysis 
The analysis was focused on the co-occurrence of the tag 

terms within individual user‟s tag lists.  User notes were 

particularly helpful to induce the user meaning associated 

with specific use of tag terms.  Users used notes to remind 
themselves why they bookmarked the material, and why it 

was important. 1  Often, user notes included quotes from 

the original content or from the link where the article was 

located.  It also included the user‟s own annotative 
descriptions and comments.  In either case, it was in a 

natural language text, not a single word, to possibly 

present a semantic basis close to the user meaning. Thus it 

helped to understand a user‟s view and analysis of the user 
defined concept. 

                                                                    

1 This came from user interviews for other related studies 
not published yet 

For each sample, a simple semantic relation was 

constructed from the content analysis of user notes and 
sets of tags.  The intention was to create two different 

clusters of concepts for the topic and the comment.  Even 

though comment dimension includes verb phrases, the 

cluster for comment was treated as a cluster of noun 
phrases similar to that of topic because most user tags 

were nouns.  The relation inferred by verbs from user 

notes provided a connection between the two nodes. 

Figures 1 through 4 show the examples of the simple 
semantic relation of the tag terms. Each of the terms was 

selected from the top tags and placed in the circle while 

the cluster of related concepts was formed with 

connecting circles. Usually, the cluster of a concept 
included terms to represent the concept at multiple levels 

as the semantic progression in the text develops. The term 

is related to the broader concepts as it goes down. There 

are two main clusters: one of topic in the left and one of 
comment in the right.   

Some of the terms were driven from user‟s specific 

attachment rather than presented in the original text. For 
example, in Figure 2, the concept of internet, hypertext, 

web and web2.0 was added by users even though the 

terms were not mentioned in the actual content: the article 

was forecasting such technologies.  Arrows represent the 
relation between the clusters with the inferred relationship 

in quotation marks (usually a verb). It was also in line 

with the bubble up tags that some words tend to occur 

together. For example, “medicine” and “science” in 
example 3; and “internet” and “technology” in example 4; 

the two terms listed mostly together in each set of user 

tags.  

The simple semantic relations resemble Hutchins‟ micro 

structure and macro structure of text semantic progression 

of the two components of theme and rheme [7].  Macro 
structure is a semantic relation representing the underlying 

propositions in the global semantic progression; whereas 

micro structure is a semantic association of specific and 

individual segments within the semantic coherence of the 
global progression [7].  Each cluster of the simple 

semantic relation from the analysis included terms in 

hierarchical progression, which is not necessarily the same 

as in ontological relation even though it does include a 
broader context of use.  Some individual user tags were 

pertained to the micro structure (i.e., a part of the content 

rather than the whole text) but the count did not seem to 

be significant enough to reach the top tags across the user 
group. The broad level concepts are usually from user-

created meanings related to the content such as application 

area and use dimension that were not included in the 

original content.  

4.3 Suggestions  
The simple semantic relation of topic and comment 

inferred from user tags can be applied to the user interface 

to provide document description with clustering to help 

users to better grasp the content in a search situation.  
Information search starts with one or a partial dimension 

of information (i.e., topic or comment) as an incomplete 

meaning with a few keywords because users do not know 

how to fully represent the need. The search is done by
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matching the keyword(s) between the user query and the 

document surrogate. Then the search results are displayed 
and this can be done by consolidating both topic and 

comment dimension of the information content. It will be 

useful to display the document of the search result how 

the document content is related to the keywords used in 
the query in relation to its full meaning of the content.  

The use of the semantic relation in grouping the search 

results is most effective.  One specific way is to group the 
search results by this new dimension attached to the one 

used in search, which is found from the semantic relation. 

Taking Figure 1 as an example, the text can be matched to 

a query “simplicity” or “simplicity in UI design.” In 
displaying the text as one of the  search result, the 

description not only contains the “simplicity” how it 

matches the user query which is mostly done in the 

current search systems but also the other dimension, 
“overrated” or “doesn‟t sell” of the content. This new 

dimension will discriminate the text from others in the 

search results all of which will match the topic of 

“simplicity” but with a variety of diverse meanings such 
as “to improve design process” or “as critical design 

principle” to make up a few. 

Another way is to use the terms from the user tags in 
matching and incorporate the semantic relations in 

displaying the results. For example with Figure 2, the text 

can be matched to a query, “Internet history,” or 

“evolution of Internet” even though the text does not have 
the term Internet. Then this text will be grouped with 

those that foretell the Internet. Under the topic used in the 

search, “Internet history,” the new dimension can be used 

to create clusters of search results other than those 
explicitly used in the user query. 

5. Conclusion 
The value of collaborated tagging was viewed in the 

creation of the aggregated user assigned information 
content description that can meaningfully connect other 

users to the information in the collection.  The discussion 

addressed the nature of users‟ information behavior 

inherent in the meaning attached to information contents.  
An attempt was made to capture user-created meaning 

attached to the content from user tagging data with the 

implicit relations of their meaning that they were trying to 

connect with information objects. Topic and comment was 
used as the basis for simple semantic relations of the user 

tags.  Sample analyses showed interesting evidence for 

further in-depth investigation of the user-created tagging.   
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Appendix

example 1 2 3 4 

Title Simplicity is highly 
overrated 

As we may think Annals of Medicine: 
The checklist 

Is Google making us 
stupid? 

Number of 
Bookmarks 

450 1187 409 4500 

Number of 
Notes 

114 351 98 1146 

Top Tags 
with counts 

Design 275 History 433 Medicine 172 Google 2056 

Simplicity 225 Technology 384 Health 126 Internet 1450 

Usability 215 Internet 315 Science 88 Technology 1248 

Marketing 105 Hypertext 286 Checklist 80 Culture 1080 

Articles 57 Vennervarbush 280 Productivity 80 Reading 1001 

Development 45 Memex 260 Article 91 Brain 861 

Interesting 29 Article 195 Interesting 48 Articles 578 

Technology 28 Science 139 Toread 46 Society 426 

Ui 28 Information 103 Newyorker 38 Web2.0 404 

Blog 26 Web 95 Process 32 Education 380 

Culture 25 Research 76 Healthcare 24 Psychology 349 

Psychology 21 Reference 72 Research 16 Web 338 

Ux 21 Bush 63 Medical 16 Research 291 

Norman 17 Computer 58 Innovation 16 Thinking 238 

Complexity 17 Knowledge 51 Organization 15 Media 236 

Software 16 Culture 51 Learning 14 Writing 230 

Hci 15 Vannevar 50 Management 14 Learning 216 

Interface 12 Web2.0 48 Gtd 13 Trends 204 

Interaction 12 Future 47 Engineering 13 Blog 170 

Experience 11 Philosophy 43 Blog 13 Information 170 

Features 9 Vannevar_bush 40 Information 12 Toread 169 

Product 8 Vannevar-bush 40 Business 12 Science 162 

Consumer 7 Articles 36 Checklists 10 Articles 162 

Donnorman 7 Library 33 Articles 9 Future 133 

Interaction_design 6 Computers 32 Design 9 Books 133 

People 6 Media 30 Quality 8 Attention 121 

Don_norman 6 Memory 30 Projectmanagement 8 Intelligence 120 

Computers 6 Ideas 30 Complexity 8 Cognition 103 

Essay 6 Essay 27 Essay 6 Mind 92 

 Vannevar+bush 22 2007 5 Atlantic 81 

Date 
collected 

Apr. 21 2009 May 12, 2009 June 23, 2009 July 8, 2009 

 
Table 1. Sample top tags used for example analysis
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Figure 1. simple semantic relation of example 1
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Figure 3. Simple semantic relation of example 3
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ABSTRACT 
In this position paper, we suggest that query ambiguity is a major 
challenge for IR and there is space of improvement for existing 
approaches. Thus, we propose a novel disambiguation approach 
that constructs word meanings based on context mining from user 
sessions in search engine query log. Our preliminary result makes 
us believe that it is a promising direction. We also discuss how a 
search interface benefits from this approach in supporting faceted 
and exploratory search by context-based query reformulation. 

1. INTRODUCTION 
An effective information retrieval (IR) interface should behave 
similarly to a consultant in a way that it will assist users fulfilling 
their information needs despite the insufficient state of 
knowledge. Some progresses have been made towards this goal 
such as query expansion and relevance feedback in the past 
several decades. However, the problem of query ambiguity is 
poorly addressed in previous studies, which is abnormal given its 
significant impact to human-computer interaction and IR.     

There are two major forms of ambiguity in natural language: 
semantic and syntactic. The source of semantic ambiguity comes 
from the usage of polysemy1 whereas the source of syntactic 
ambiguity comes from the construction of sentences and phrases. 
Because most of the queries submitted to the IR systems are short 
[9], polysemy and phrasal structure are prevalent sources of 
ambiguity for IR. In addition to natural language, another major 
source of ambiguity comes from user intention. For example, a 
query such as DNA could indicate user’s information needs on any 
of the following topics: health care, law enforcement, or biology.    

Most of the researches on query disambiguation rely on existing 
knowledge resources such as dictionary and WordNet for word 
sense definitions (e.g., [4, 6, 10]). The limitation of these 
approaches is that the information contained in the knowledge 
resources is either inappropriate or outdated for the underlying 
tasks. Schutze [7] proposed a unsupervised approach by inducing 
word sense from term clusters. However, the computing cost of 
this approach is high, which makes it unfeasible for analyzing 
large collections even with modern hardware.  

Provide support to end users on query editing and reformulation is 
one of the core functions of an IR interface. Many initial user 
queries are unspecific and incomplete due to anomalous state of 
knowledge, or ASK [2]. A recent study estimated that 16% of the 
queries submitted to a web search engine are ambiguous [8]. 
However, because IR system is ineffective on handling query 
ambiguity, many misleading query suggestions are made. To 
overcome the limitation of previous methods, we propose 
solutions for the following three tasks: 

                                                                    
1 One word has multiple possible meanings  

1. Establish word meanings by harvesting and clustering query 
context from user sessions in a query log. 

2. Resolve query ambiguity with structured knowledge in 
Wikipedia and statistical learning. 

3. Assist diversity and exploratory search with context-aware 
query reformulation.  

Task 1 is a preparatory task, which can be done off-line. However, 
tasks 2 and 3 are at heart of a search interface and they have 
significant impacts on the retrieval performance and user 
satisfaction. We will discuss issues, methods, and preliminary 
results for each of the tasks in the sections below.   

2. Inducing Word Sense with User Session 
Clustering 
Ambiguity of word meaning rises because of the lack of common 
consent. Therefore, without a universal ontology that provides 
such common background, one can only establish meanings based 
on context.  
There is growing interest in leveraging user query log for search 
optimization. However, previous studies focus on association at 
word level, which ignore the problem of query disambiguation. 
Consequently, improvement on query disambiguation, if any, is 
insignificant as a by-product of bag-of-words approach. In 
contrast, we propose a method that will establish word meanings 
by harvesting contexts from user sessions in a large query log. In 
the preliminary study, we defined a user session as all click-
through pairs (query and clicked URL) submitted by the same 
user within thirty minutes. The hypothesis of our approach is that:  
• Queries in the same query session normally have similar 

meanings; therefore, words in those queries can be used to 
represent one salient sense, or meaning, of a concept that is 
uttered in the queries. 

• One could obtain major senses of a concept by collecting and 
analyzing its contexts in all query sessions over a large query 
log. 

We also implement an early stage system to verify our approach. 
The query collection we chose is the AOL query log [5] because it 
is publicly available. Only queries with clicked URLs are 
considered and duplicated queries within the same session are 
condensed. The parsed information is saved in a relational 
database for later access. Each identified session will be assigned 
a unique id with information such as user, start time, and end time 
saved in the database. In addition, each valid click-through pair 
will be assigned a unique id with information such as query string, 
clicked URL, and time saved. The relationship between session 
and click-through is one-to-many. We have so far processed half 
million lines of user queries to for evaluation. Using the DNA 
example discussed at the beginning of the paper, we could extract 
its contexts from user session  shown in table 1 (only a portion of 
the total record is displayed to save space).  
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Table 1. Context of word DNA extracted from a query log 

Session_id  Context1 Context2 Context3 

2849961 maternity pregnant test 

2949075 enzymes restriction physical 
property 

2949076 hydration concentration spectrophoto
meter 

 

From the table, we can conclude that context words in the first 
session demonstrate the health care topic of DNA whereas context 
words in the next two sessions probably establish the biology 
topic of DNA. Another finding of the experiment is that sessions 
are sparse, which means a large number of them only have one or 
two unique click-through pairs. In the future research, we will 
cluster sessions based on the click-through information to obtain 
distinct meanings. Finally, we could map induced word senses to 
categories of existing knowledge bases such as Wikipedia. The 
Wikipedia mapping will assign induced word senses with 
appropriate labels when, and will make the content of Wikipedia 
usable for query expansion. 

3. Query Disambiguation with Supervised 
Learning 
User query disambiguation is difficult because the context in the 
query is inadequate to establish meanings. To overcome this 
problem, the general strategy of query disambiguation is to 
develop more effective disambiguation algorithm and adopt 
features that are more representative. Previous studies suggest that 
supervised learning approach produces the best disambiguation 
performance [1]. However, its effectiveness is restricted by the 
cost of building training data. Popular learning algorithms require 
hundreds of labeled instances for each sense to make reliable 
prediction on incoming queries. Given the number of words and 
the variety of word usage in reality, it is impossible to build the 
training set manually. Our query log mining approach provides a 
solution to this bottleneck. At one hand, it is automatic, which 
reduces the human involvement to minimum. At the other hand, 
our approach is more efficient and effective than clustering as it 
takes advantages of crowd intelligence contained in the query log.     

Another issue of supervised learning is to extract the most 
representative features for the underlying decision. For query 
disambiguation, we propose syntactic features including the part 
of speech of context and the ambiguous word, identified phrase in 
the query, position and distance of surrounding context to the 
ambiguous word.  

In the situation that the incoming query contains novel terms that 
the learning algorithm cannot make a confident decision, we will 
seek help from the richer context about the query topic contained 
inside the underlying collection. As this particular operation can 
be integrated with post-retrieval procedure, we will discuss what it 
means to the search interface together with query reformulation in 
the next section. 

4. Context-Aware Query Reformulation 
The goal of query reformulation is modifying the initial user 
query to make it more descriptive and specific on user’s 
information need. Previous studies on query reformulation 

primarily focused on synonym problem, or how to replace a word 
in the query with more descriptive one [3, 11]. In contrast, we 
attempt to address the problem of query disambiguation by 
emphasizing the importance of context in query reformulation. 
There are two types of contexts involved in query reformulation: 
the first type is referred as query context that includes query 
terms, user intention, and statistics of the query; the second type 
of the context is referred as document context, which includes 
surrounding words that are frequently co-occur with the target 
word in the top-ranked returns.  

Xu and Croft [12] also conduct co-occurrence analysis on query 
terms in top-ranked documents. Our approach is different because 
it considers syntactic relationship (e.g., head-modifier, subject-
verb, and verb-argument) in addition to statistical data as we 
believe that syntactic patterns are reliable evidence of meanings. 
As shown in figure 1, we demonstrate the process of using 
document context to disambiguate the meaning of marine in the 
query of marine vegetation.  

 
Figure 1. Disambiguate algorithm with document context 
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To implement our proposed approach, the developer of the search 
interface should answer the following two questions: 

1. How could a search interface take advantage from query 
disambiguation and reformulation for faceted and 
exploratory search? 

2. How could a search interface assist query disambiguation 
and reformulation? 

The answer to the first question is obvious: the interface may 
benefit from the disambiguation process in tasks such as query 
recommendation (e.g., in sponsored search), query suggestion, 
and result summarization. In addition, our approach will also 
create a set of pseudo facets of the query topic from local 
documents that does not rely on any existing knowledge 
structures, which could be beneficial for rare query. However, the 
answer to the second question is still unsettled. Users are reluctant 
to get involved in an interactive IR process due to lack of 
motivation or frustration of the interface. An effective search 
interface should be explicit and engaging. For instance, it could 
highlight words that are salient to meanings in search snippets. In 
another example, when the system is unclear about user’s 
intention or the meaning of a polysemy, it could present the most 
representative result for each candidate to the user in a group with 
contexts highlighted in the snippet, and let user decide which 
result to select and learn from that decision as relevance feedback.      

5. Conclusions 
Access to modern IR systems such as web search engine is not 
limited to professionals any more. In consequence, end users will 
expect assistance from the system to remedy their lack of 
knowledge. At the one hand, they prefer to view only a small 
number of relevant results; but at the other hand, they also 
anticipate that the system will provide them different perspectives 
on the topic to complement their initial search. To meet this 
requirement, we propose methods that will predict user intention 
and resolve query ambiguity for effective query reformulation. 
The proposed approach takes advantages of various resources 
such as query log Wikipedia. The preliminary result makes us 
believe that it is a promising direction.  
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